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29.0 AB magnitude (5σ : 0.′′35-diameter apertures) in the B435,
V606, i775, z850 bands, respectively, while the near-IR WFC3/
IR data reach to 28.8, 28.8, and 28.8 (5σ : 0.′′35 apertures) in
the Y105, J125, and H160 bands, respectively. The point-spread
function (PSF) FWHMs are ∼0.′′10 for the ACS data and ∼0.′′16
for the WFC3/IR data.

For our dropout selections over the WFC3/IR ERS fields,
we make use of our own reductions of the available ACS/WFC
data over the GOODS fields (Bouwens et al. 2006, 2007). Our
reductions reach to 28.0, 28.2, 27.5, and 27.4 in the B435, V606,
i775, z850, respectively (5σ : 0.′′35 apertures). This is similar to the
GOODS v2.0 reductions, but reach ∼0.1–0.3 mag deeper in the
z850-band due to the inclusion of the supernovae (SNe) follow-
up data (Riess et al. 2007). Our reductions of the WFC3/IR ERS
data were performed using the same procedures as we used on
the HUDF09 WFC3/IR data. These data reach to 27.7 and 27.4
in the J125 and H160 bands, respectively (5σ : 0.′′35 apertures).

3. RESULTS

3.1. Catalog Creation

Our procedure for source detection and photometry is similar
to that used in previous studies by our team (e.g., Bouwens
et al. 2007, 2009a) and relies upon the SExtractor software
(Bertin & Arnouts 1996) run in double image mode. Source
detection is performed off the square root of χ2 image (Szalay
et al. 1999, similar to a coadded image) constructed from all
images redward of the Lyman break. Colors are measured
in small scalable apertures with a Kron (1980) parameter of
1.2 (typically ∼0.′′4 diameter apertures). Fluxes measured in
these small scalable apertures are then corrected (typically by
∼0.4 mag) to total magnitudes using the additional flux in a
larger scalable aperture (Kron parameter of 2.5).

3.2. z ∼ 7 z-Dropout Selection

For our lower luminosity z ∼ 7 z-dropout selection, we use a
criterion very similar to that used by Oesch et al. (2009b) over
the HUDF09 WFC3/IR field:

(z850 − Y105 > 0.8) ∧ (Y105 − J125 < 0.8).

Over the ERS fields, no deep WFC3 Y105-band coverage is
available, so we make use of the following criterion (R. J.
Bouwens 2009, in preparation):

(z850 − J125 > 0.8) ∧ (J125 − H160 < 0.3).

Sources are required to be undetected (<2σ ) in all bands
blueward of the break (and also undetected [<1.5σ ] in no >1
bands) to ensure that our selections are largely free of lower
redshift contaminants. Sources must be detected at !5.5σ in
the J125 band to ensure that z ∼ 7 candidates in our sample
correspond to real sources.

3.3. UV-Continuum Slope Measurements

The UV-continuum slopes β we estimate for sources in our
z ∼ 7 z-dropout sample are derived from the broadband color
J125 − H160 as

β = 4.29(J125 − H160) − 2.00. (1)

The J125 and H160 bands here probe rest frame ∼1550 Å
and ∼1940 Å, respectively, for the typical z ∼ 7 z-dropout

Figure 1. UV-continuum slope β vs. absolute UV magnitude. The red circles
show the β determinations and absolute magnitudes (derived from the J125 −
H160 colors and 1

2 (J125+H160)AB magnitudes, respectively) for individual z ∼ 7
galaxies in our HUDF09 and ERS selections. The large red squares (with 1σ
error bars) represent the mean values in 1 mag bins (dotted lines). The black
points correspond to the β determinations at z ∼ 4 (Bouwens et al. 2009a).
The βs for lower luminosity galaxies at z ∼ 7 (red circles) are much bluer (by
∆β of ∼1) than those derived at z ∼ 4 (a 4σ difference). (inset) The relative
volumes available for selecting galaxies with various β’s using our HUDF09
z-dropout criterion (see Section 3.4). These volumes do not depend significantly
on β, demonstrating that the blue βs observed for faint z ∼ 7 galaxies is not a
selection effect.

candidate in our sample, and are not affected by Lyα emission or
intergalactic medium (IGM) absorption (in contrast to the Y105-
band). The above equation is derived assuming a flat spectrum
source with no absorption lines (found to work very well by
Meurer et al. 1999).

In Figure 1, we show the β determinations for z ∼ 7 z-dropout
candidates versus luminosity. Both our ultra-deep HUDF09
and wide-area ERS selections are included, as are the z ∼ 4
selections from Bouwens et al. (2009a). The trend of β with
luminosity is illustrated with the large squares. The difference
between z ∼ 7 and z ∼ 4 is striking.

Use of the photometry from Oesch et al. (2009b), McLure
et al. (2009), or Bunker et al. (2009) for our z ∼ 7 sample
yields very consistent colors and similarly blue (or even bluer)
βs. Similarly, use of a consistent 0.′′7 diameter aperture for the
color measurements yields equally blue βs (albeit with larger
random uncertainties, due to the use of larger apertures).

3.4. Consideration of Possible Selection Biases

The distribution of βs derived for sources in our z ∼ 7 sample
can be affected by the selection process. This effect is seen in
lower redshift samples, where galaxies with bluer βs have larger
selection volumes than galaxies with redder βs. To determine
the importance of such effects, we constructed models with
various β distributions, added galaxies with these distributions
to the observational data, and then attempted to reselect these
galaxies using the selection criteria in Section 3.2 to estimate the
effective selection volume versus β. We modeled the pixel-by-
pixel profiles of the sources using similar luminosity z ∼ 4 B-
dropouts from the Bouwens et al. (2007) HUDF sample, but
scaled in size (physical) as (1 +z)−1 to match the observed size–
redshift relationship (Oesch et al. 2009c; Ferguson et al. 2004;
Bouwens et al. 2004).

Dunlop 2013; Bouwens et al. 2010
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What is the UV slope sensitive to?
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Figure 7. A summary of factors affecting the UV continuum slope. Line caps denote the maximum deviation that are possible for each parameter. For example,
Calzetti et al. (2000) dust is unable to produce Jf 125w − Hf 160w < −0.037 without changing any of the properties intrinsic to the stellar population from the
default values. The horizontal line denotes the Jf 125w − Hf 160w colour inferred from the PEGASE.2 SPS model assuming the default scenario: 100 Myr previous
continuous star formation, Z = 0.02, a Salpeter IMF and no dust.

metallicity to sustain a higher core temperature and thus produce
more energy. The sensitivity of the Jf 125w − Hf 160w colour to the
metallicity is shown in the fourth panel of Fig. 6 – decreasing the
metallicity from Z = 0.02 → 0.004 results in !(Jf 125w − Hf 160w)
≈ −0.08. This is an important effect to take into account given ob-
servations of subsolar metallicity UV producing stellar populations
in galaxies at high redshift (e.g. Pettini et al. 2000).

4.2 Dust

By far the largest potential effect on the UV colour of star-forming
galaxies is the presence of large quantities of dust. The strong wave-
length dependence of typical (e.g. Calzetti et al. 2000) reddening
curves (where kλ is a monotonically decreasing function of λ) re-
sults in greater extinction in the UV (relative to the optical or near
IR) and the reddening of UV colours. The reddening of the UV
colours then provides a potential diagnostic of the magnitude of the
dust attenuation (Meurer et al. 1999).

Applying the Calzetti et al. (2000) curve to the default scenario
inferred SED produces a relationship between E(B − V)Calzetti and
the UV continuum (C − D) colour which is approximately linear,
i.e. E(B − V) ≡d1 × (C − D) + d2 (an expression similar to
that suggested by Meurer et al. 1999). Differences between the
relationships for different filter combinations arise because in each
case the specific filter combination probes a unique range of the rest-
frame UV continuum the values of (d1, d2) are (1.22, −0.05), (1.07,
−0.04) and (0.88, −0.04) for the v-, i- and z-drops, respectively.

Of course, a significant concern, is whether the Calzetti et al.
(2000) curve is appropriate for high-redshift star-forming galaxies,
given that it was empirically derived from local starburst galaxies.
At high redshift (esp. z > 6.) there has been insufficient time to
produce significant amounts of dust through the winds of stellar
atmospheres suggesting that any dust may be dominated by a su-
pernovae component (Dunne et al. 2003) and may therefore have
a different composition and thus reddening curve. However since
the precise nature and UV-extinction properties of dust in starburst
galaxies at this epoch is still poorly constrained, we use the Calzetti
et al. (2000) dust curve as a first approximation.

Both the effect of dust (though only assuming the Calzetti et al.
2000 curve), and the other parameters described in the preceding
section are summarized in Fig. 7.

4.2.1 The interpretation of UV colours

It is important to stress that these relationships (between the UV
continuum colour and the colour excess) only hold for the default
scenario defined earlier in this section (and of course are only rele-
vant for the Calzetti et al. 2000 reddening curve). Any deviation in
the underlying stellar properties (metallicity, SFH, IMF) will have a
systematic effect on the dust properties derived from the rest-frame
UV colour complicating the interpretation. Thus without additional
information (which is scarce at high redshift) any observed UV
colour will be unlikely to have a unique interpretation. For exam-
ple, while a Jf 125w − Hf 160w = −0.037 is consistent with the default
scenario (i.e. no dust) it also consistent with non-zero attenuation
together with lower stellar metallicity or a shorter duration of pre-
vious star formation.

One exception to this is if extremely blue UV continuum colours
are observed; while the UV continuum slope can be made arbitrarily
red by adding additional dust, the same is not true in the opposite
direction (i.e. the UV slope can not be made arbitrarily blue). For
example, a Jf 125w − Hf 160w < −0.2 colour (β < −2.9) for z-drop se-
lected galaxy is inconsistent (assuming the accuracy of the PEGASE.2
model) with Z > 0.0004 metallicity and any potential star formation
history. A secure observation of such a colour may then potentially
be an indication of an additional effect (see Bouwens et al. 2010a),
perhaps due to stellar populations with ultra-low metallicity or a dif-
ferent IMF. While it is not currently possible to independently and
accurately constrain the metallicity and star formation histories of
high-redshift galaxies this can be investigated in a statistical sense
(i.e. for large samples of galaxies) using galaxy formation simula-
tions. For example, galaxy formation simulations can be used can be
used to determine the star formation and metal enrichment histories
of galaxies exceeding some UV luminosity threshold. Using these
properties combined with a population synthesis model can then be
used to determine the contribution of the SFH and metallicity to
the UV continuum colours. Of course such a technique is reliant on

C⃝ 2011 The Authors, MNRAS 417, 717–729
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Luminosity dependence of the UV slope
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Figure 4
(a) Dependence of the UV continuum slope β on M UV at z≃ 7, adapted with permission from Bouwens et al. (2014b). (b) Redshift
evolution in specific star formation rate (sSFR) of galaxies with fixed stellar mass, reproduced from Salmon et al. (2015) with
measurements from literature included from literature as white squares. Figure courtesy of B. Salmon. Other abbreviations: Hydro
Sim, hydrodynamical simulation; SAM, semianalytical model.

derived from this calculation is

β = −2.14 ± 0.05 − (0.10 ± 0.05)(z − 4.9), (8)

clearly demonstrating the small shift toward bluer colors at fixed M UV in the colors at z > 4.
The first reliable constraints on the mean UV slopes at z≃ 8 − 9 emerged following the

addition of the deep JH140 imaging in the UDF (e.g., Dunlop et al. 2013, Bouwens et al. 2014b).
The ( JH140−H160) color provides a clean measurement of the UV slope at z≃ 8−8.5 as the JH140

filter is free of Lyα emission and IGM absorption at z < 9. Following the approach used at z≃ 7,
Bouwens et al. (2014b) have derived a mapping between the ( JH140−H160) color and UV slope,
β = −2.0 + 8.98( JH140 − H160). Owing to the very small wavelength baseline probed by the
( JH140−H160) color, systematics and uncertainties in the color measurement will translate into
very large errors in the UV slope measurement. Current measurements suggest mean UV slopes
between β = −2.3 and β = −1.9 at z≃ 8 (Finkelstein et al. 2012, Dunlop et al. 2013, Bouwens
et al. 2014b), revealing no strong evolution from z≃ 4. Attempts to extend these measurements
to the brightest z≃ 8.5−9 galaxies also point to UV slopes that are not much bluer than β ≃ − 2
(Dunlop et al. 2013, Bouwens et al. 2014b). Uncertainties are sizeable at z≃ 8, typically in the
range #β ≃ 0.3−0.5. More secure measurements of UV slopes at z≃ 8−10 will emerge in several
years from deeper JWST imaging.

The relationship between UV slope and M UV is consistent with theoretical predictions
(Finlator et al. 2011, Dayal et al. 2013), likely reflecting variations in the mean metallicity and dust
content with the stellar mass and UV luminosity (Bouwens et al. 2009, Finkelstein et al. 2012).
Existing measurements provide no evidence for unusual stellar populations with extremely blue
UV slopes (β ≃ − 3), as might be expected if the UV stellar continuum at z≃ 7 is dominated
by very young and metal-deficient stars. Establishing anything further about stellar populations
is difficult, as it is challenging to relate the β distributions directly to constraints on the massive
stars because the metallicity, dust content, and mean stellar age all affect the UV slope. Ultimately

www.annualreviews.org • Galaxies in the First Billion Years 779
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Application: UV LF

The Astrophysical Journal, 756:14 (8pp), 2012 September 1 Smit et al.

2.1. Dust-corrected Luminosity Functions

We correct UV LFs for the effects of dust attenuation
using the well-known correlation of extinction with the UV-
continuum slope β. We take the infrared excess (IRX)–β relation
established by Meurer et al. (1999),

A1600 = 4.43 + 1.99 β. (1)

Meurer et al. (1999) estimated the relation based on starburst
galaxies in the local universe. Similar relations have been found
at z ∼ 0 by other groups (Burgarella et al. 2005; Overzier
et al. 2011). Though there is some evidence that the Meurer
et al. (1999) relation does not work well for all sources, e.g.,
very young galaxies (<100 Myr) and ultraluminous infrared
galaxies (ULIRGs; e.g., Reddy et al. 2006), this relation has
been found to be accurate in the mean out to z ∼ 2, despite
considerable scatter (e.g., Daddi et al. 2007; Reddy et al. 2006,
2010, 2012; Magdis et al. 2010a, 2010b). There is even evidence
in the new Herschel observations that the Meurer et al. (1999)
relation is reasonably accurate in estimating the dust extinction
for z ∼ 2 Lyman break galaxies (LBGs; Reddy et al. 2012). We
therefore quite reasonably utilize this relation in interpreting
higher redshift samples.

Recently there have been a number of studies examining
β in high-redshift samples (e.g., Bouwens et al. 2009, 2012;
Wilkins et al. 2011; Finkelstein et al. 2012; Dunlop et al. 2012).
Perhaps the most definitive of these studies is Bouwens et al.
(2012), who, using the CANDELS+HUDF09 data sets, find
that β correlates with both redshift and luminosity, with higher
redshift and lower luminosity galaxies being bluer. The results
by Bouwens et al. (2012) are in excellent agreement with other
results in the literature (e.g., Ouchi et al. 2004; Labbé et al.
2007; Overzier et al. 2008; Wilkins et al. 2011).

For our dust corrections we assume a linear relation between
the UV-continuum slope β and luminosity, such as that given in
Bouwens et al. (2012). This is shown in the top panel of Figure 1
for z ∼ 4,

⟨β⟩ = dβ

dMUV
(MUV,AB + 19.5) + βMUV=− 19.5, (2)

where dβ/dMUV and βMUV=− 19.5 are from Table 5 of Bouwens
et al. (2012). Note that for z ∼ 7 we use a fit with a fixed
slope dβ/dMUV = − 0.13 obtained from our z ∼ 4–6 samples,
given the large uncertainties in this slope at z ∼ 7 and the lack
of evidence for evolution in the β–luminosity relation over the
redshift range z ∼ 2–6. The distribution of the UV-continuum
slope β shows substantial scatter about relation (2), that can be
approximated by a normal distribution (Figure 1; but note that
there is a fatter tail toward redder β).

The steps for computing an average dust correction are as
follows. We use Equation (1) to calculate the UV absorption
A1600 for each source in our adopted β-distribution. Then to
obtain the extinction correction at a given MUV we integrate
over the β-distribution (normal distribution with mean ⟨β⟩,
Equation (2), and σβ = 0.34), setting A1600 = 0 when
A1600 < 0. The middle panel of Figure 1 shows the resulting
⟨AMUV⟩ as a function of luminosity at z ∼ 4. We then apply this
dust correction to the UV luminosities of individual bins of the
LF. We shift each point in the LF toward brighter magnitudes and
correct for the fact that the luminosity-dependent dust correction
increases the width of the bins.

The bottom panel of Figure 1 shows the effect of our
luminosity-dependent dust correction on the stepwise UV LF

Figure 1. Top: the relation between the UV-continuum slope β and UV
luminosity at z ∼ 4 from Bouwens et al. (2012) with the binned points and
linear fit ⟨β⟩ = − 0.11 (MUV,AB + 19.5) − 2.00. The inset panel shows the
luminosity de-trended distribution of UV-continuum slopes around the mean
relation. Middle: the average dust extinction from the β-distribution in the
upper panel as a function of luminosity, assuming a Meurer et al. (1999) dust
correction, as described in Section 2.1. The error bar in the bottom left corner
shows both the random and systematic uncertainties in the relation. Bottom: the
black and red points show the z ∼ 4 UV LF from Bouwens et al. (2007) before
and after correction for dust (see Section 2.1). The error bar in the top left corner
shows the fiducial error in the average dust correction. The dust-corrected UV
LF has a flatter faint-end slope α and brighter M∗

UV.
(A color version of this figure is available in the online journal.)

at z ∼ 4 from Bouwens et al. (2007). The dust correction shifts
the LF to higher luminosities, particularly at the bright end,
causing M∗

UV to brighten, and also flattens the faint-end slope.
There is also a small shift to lower volume densities due to the
renormalization of the magnitude bins.

Now that we have dust-corrected UV fluxes we can use
well-established relations to compute the SFR as a function
of luminosity, giving us our desired SFR functions. We use the
following relation from Kennicutt (1998):

SFR
M⊙ yr− 1

= 1.25 × 10− 28 LUV,corr

erg s− 1 Hz− 1
. (3)

Since this relation gives the time-averaged SFR over a ∼100 Myr
time window, it will underestimate the SFR (typically by !2×)
in galaxies substantially younger than this (e.g., Verma et al.
2007; Bouwens et al. 2012; Reddy et al. 2012). However,
Equation (3) should work on average for the extended star
formation histories expected in LBGs.

The left panel of Figure 2 shows the stepwise SFR functions
at z ∼ 4–7, based on stepwise UV LFs derived from Bouwens

2

Smit et al. 2012
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Application: SFR density



An ALMA view of dust in the Early Universe



ALMA imaging over the Hubble Ultra Deep Field

A Deep ALMA image of the HUDF 15

Figure 7. Stellar mass versus redshift for the galaxies in the HUDF, highlighting (in red) those detected in our ALMA 1.3-mm image.
The connection between dust-enshrouded SFR and M⇤ is clear, and indeed, as emphasized by the bright-blue box at the top of the
plot, we detect 7 of the 9 galaxies (i.e. ' 80%) with M⇤ � 2 ⇥ 1010 M� at z > 2. Also apparent is the emergence of a significant
population of quenched high-mass galaxies at 1 < z < 2, where the ALMA detection rate for galaxies with M⇤ � 2 ⇥ 1010 M� drops
to 5/19 (i.e. ' 25%). It can be also seen that the lack of ALMA detections beyond z > 3 in our sample simply reflects the dearth of
comparably-massive galaxies in the HUDF at these redshifts (due to the evolution of the galaxy stellar mass function). The blue-grey
rectangle indicates the sample of ' 90 galaxies in the redshift range 1 < z < 3 and mass range 9.3 < log

10
(M⇤/M�) < 10.3 used to

produce the stacked ALMA image shown in Fig. 8, and discussed in Section 7.

minosity of each of the ALMA sources, exploring the impact
of both including and excluding the 24-µm photometry to
yield realistic uncertainties, and then converting to SFR us-
ing the conversion of Murphy et al. (2011) with a final minor
scaling applied to convert from a Kroupa to a Chabrier IMF.
The resulting values are tabulated in column 6 of Table 4,
and are adopted hereafter as our best estimates of dust-
enshrouded SFR. We note that, although this calculation
has been performed using the composite template shown
in Fig. 8, and then reducing the far-infrared lumionosity by
20% to compensate for the typical AGN contribution, in
practice near identical values are obtained by simply fitting
the star-forming component to the ALMA data-point. The
star-forming component is essentially the sub-mm galaxy
template of Pope et al. (2008)4, and at the redshifts of in-
terest here (z ' 2) produces a conversion between observed
1.3-mm flux density and SFR that can be approximated by
SFR (in M�yr

�1) ' 0.30⇥S1.3 (in µJy). With this template,

4 http://www.alexandrapope.com/#downloads/t0u6h

and adopting a Chabrier (2003) IMF, the flux-density limit
of the current survey thus corresponds to a limiting SFR
sensitivity of ' 40M�yr

�1.

For completeness, we also explored the impact of at-
tempting to determine the best-fitting far-infrared SED tem-
plate for each individual source, rather than adopting a sin-
gle template for all sources. This approach makes more use
of the deconfused Herschel photometry and limits, but the
decision between alternative SEDs is inevitably rather un-
certain on a source-by-source basis. We fitted each source
with an M82, Arp220, or sub-mm galaxy template (Silva et
al. 1998; Micha lowksi et al. 2010), and again explored the
impact of including and excluding the 24µm data. The re-
sults are given in column 7 of Table 4; we give the average
of the derived SFR with and without including the 24µm
data, with the adopted error being the larger of the statisti-
cal error in the fitting or the range of results dictated by the
impact of the 24µm data. The most important information
to be gleaned from these results is that the derived SFR is
generally reassuringly similar to, or slightly lower than the

c� ??? RAS, MNRAS 000, 1–??

4 J.S. Dunlop et al.

Figure 1. The ALMA 1.3-mm map of the HUDF, with the positions of the 16 sources listed in Table 2 marked by 3.6-arcsec diameter
circles. The border of the homogenously deep region of near-infrared WFC3/IR imaging obtained through the UDF09 and UDF12 HST
programmes is indicated by the dark-blue rectangle. The ALMA image, constructed from a mosaic of 45 individual pointings, provides
homogeneous 1.3-mm coverage of this region, with a typical noise per beam of �1.3 ' 35µJy.

then set with reference to the regularly-monitored flux den-
sity of J0334�401 and the gain solutions interpolated onto
the HUDF scans.

A continuum mosaiced image of the calibrated data was
produced using the task clean. To enhance mapping speed,
the data were first averaged in both frequency and time to
produce a dataset with 10 frequency channels per spectral
window and a time sampling of 10 s. The data were nat-
urally weighted for maximum sensitivity, but the relatively
large array configurations still produced a synthesized beam
(589 ⇥ 503 mas2) that was significantly smaller than the
circular 0.7-arcsec beam that had been requested. As this
would potentially lead to problems with detecting resolved
sources, we experimented with various u, v tapers in order
to find the best combination of angular resolution and mo-
saic sensitivity. A ' 220⇥180 k� taper, with PA oriented to
circularize the beam as much as possible, produced a beam
close to that requested (707⇥ 672 mas2) and a final mosaic

sensitivity as measured over a large central area of the map
of 34 µJy beam�1. As the detected source flux densities were
very weak, and the synthesized beam sidelobes very low, no
deconvolution (cleaning) was performed. The resulting im-
age is shown in Fig. 1. Finally, to aid checks on data qual-
ity, and source reality, we also constructed three alternative
50:50 splits of the ALMA 1.3-mm image, splitting the data
in half by observing date, sideband, and polarization.

2.2 Supporting multi-frequency data

2.2.1 Optical/near-infrared imaging

The key dataset which defined the area that we aimed to
cover with the ALMA 1.3-mm mosaic is the ultra-deep near-
infrared imaging of the HUDF obtained with WFC3/IR on
HST via the UDF09 (e.g. Bouwens et al. 2010; McLure et al.
2010; Oesch et al. 2010; Finkelstein et al. 2010, 2012; Bunker

c� ??? RAS, MNRAS 000, 1–??

Dunlop et al. 2017



No dust in modestly red LBGs
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Figure 1 | The [CII] line detections (red contours) and weak ~158μm FIR 
continuum detections (blue contours) are shown with the rest frame UV images 
as the background.  The images are 5"x5" and the contours are 2, 6 and 10 σ 
with [CII] line profiles for each source shown in Figure 3. The background images 
are from HST-ACS in the F814W16 band where the morphologies will be affected 
by Ly-α, except for HZ10, which is Subaru z' band.  All objects are detected in 
[CII] showing that a large amount of gas is present in these systems, but only 4 
are detected in continuum.  
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SMC dust curve?

specifically, D >logSSFR 0.5 (the results are the same if a
more extreme criterion of at least 1 dex of offset is adopted.) It
is worth pointing out that selecting high-redshift analogs (or,
more generally, starbursts) based on the offset from the main
sequence is in close accordance with how galaxies evolve (the
shifting normalization of the main sequence). Using instead
some cutoff in the sSFR would preferably select low-mass
galaxies (Figure 3), whereas a cut in the SFR would preferably
select high-mass galaxies. The sample of Calzetti et al. (1994)

lies, on average, 1 dex above the local main sequence, i.e., it
occupies a similar position as our D >logSSFR 0.5 selection.
The resulting curve for high-redshift analogs is shown in

Figure 11 in purple. It is similar to the curve for the general
population of intermediate-mass galaxies, with an SMC-like
FUV rise (n=1.25), but a somewhat higher attenuation in the
NUV (partly due to a moderate bump). The curve of Reddy
et al. (2015) derived from z∼2 galaxies using the methodol-
ogy of Calzetti et al. (1994, 2000) is less steep than ours (green
dashed curve). Their selective curve is essentially identical to
the Calzetti curve in the UV/optical region, but is effectively
steeper in absolute normalization because of the lower RV
(2.505 versus4.05). Our steep curve for high-z analogs agrees
better with a recent reassessment of z∼2 observations by
Reddy et al. (2018), who find that the SMC-like curve gives a
better match to the observed IRX–β relation than the shallower
curves. What is significant is that we find that such a steep
curve is needed for local starbursts as well, and that such
galaxies have a slightly steeper curve, on average, than the
general population of local star-forming galaxies. We discuss
this result further in Section 5. A correlation between the slope
deviation and the stellar mass is present for high-redshift
analogs as well, and is given by

*d = - + -( ) ( )M0.45 0.19 log 10 . 7

4.3. Functional Fits

We fit our curves with polynomial functions following the
formalism of Calzetti et al. (2000), where the fit is performed in
the total formulation of the curve, from which an absolute
curve can obtained by dividing by RV (Section 3.3). Calzetti
et al. (2000) present their curve as a piecewise fit: a third-order
polynomial in λ−1 for the UV+blue optical region, and a linear
function in λ−1 for the red optical+near-IR region, with the
split between two regimes at 0.63 μm. Considering that the
level of uncertainty far exceeds the refinement provided by

Figure 10. Comparison of our average dust attenuation curves for galaxies of
different mass (black lines) with several curves from the literature. Curves of
lower-mass galaxies tend to be steeper, which we find to be correlated with
their lower dust content. There is a good agreement with the points (green
squares) corresponding to the attenuation curve of Conroy et al. (2010), derived
from UV-optical photometry of a sample of *< <M9.5 log 10. The relative
contribution of the UV bump declines with mass.

Figure 9. Comparison of our average dust attenuation curve for star-forming
galaxies (black line) to several canonical attenuation and extinction curves.
Curves are normalized to AV. Our average curve is steeper than the MW
(Cardelli et al. 1989; O’Donnell 1994; red dashed line) and Calzetti et al.
(2000) curves (blue dotted–dashed) and is more similar in slope to the SMC
curve (Prevot et al. 1984; orange). The UV bump is one-third the Milky Way
bump. Our curves for the individual galaxies span quite a range—the gray area
shows the 1σ dispersion around the mean curve. The triangle shows the
average and the 1σ range of the curves obtained by applying the Charlot & Fall
(2000) model with the intrinsic slope of n=0.7.

Figure 11. Comparison of average dust attenuation curves for our sample of
high-redshift analogs (galaxies lying >0.5 dex above the local main sequence;
purple line) and several curves from the literature, including Reddy et al. (2015;
green dashed curve). Local analogs (starbursts) have steep curves, similar to the
SMC slope (orange; Prevot et al. 1984), but with more extinction in the NUV,
partly due to the moderate UV bump. From this we argue that high-redshift
galaxies have a range of curves that are on average as steep as or even steeper
than the local galaxies and therefore as steep as or steeper than the SMC curve.
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2.2.5. IR SEDs and Temperature of the Low-z Analogues

We estimate the FIR properties of the analogues in the same way
as for the Herschel sample (see Section 2.1.1). The bottom panels
of Figure 3 show the best-fit IR SEDs to the three analogues (best-
fit parameters are listed in Table 4). We find temperatures ranging
from 70 to 100K with uncertainties of ∼10K (corresponding to
40–60K with uncertainties of ∼5K in Tpeak). The temperature for
GALEX1000+0157is only poorly constrained because only
upper limits for the FIR photometry are available.

2.3. Correlations of FIR Properties with Metallicity and sSFR
in Low-redshift Galaxies

Metallicity and sSFR are the two most prominent ways high-
redshift galaxies differ from lower-redshift ones. We therefore
begin by investigating the dependency of the shape of the IR
SED (parameterized by T) on these physical quantities.
Figure 4 shows the LFIR versus T and LFIR versus Tpeak

relations for our local samples with open symbols color-coded
by the metallicities of the galaxies. The different symbols

Figure 3. Compilation of UV to optical and IR SEDs of the three z∼0.3 analogues (green symbols). Top:optical SED fit with [O III]/Hα and [O III]/Hβ line ratios
as well as EW(Hα) fixed to the spectroscopically measured values. The open squares show the photometry measured on the best-fit SED. Middle:same as the top
panel but with variable line ratios and EW(Hα). Bottom:IR SED fit from 3 to 3000 μm to the photometry given in Table 2. The green arrows marks upper limits.
Optical and FIR emission lines are indicated by vertical lines. The uncertainty of the fit is indicated in gray. The best-fit parameters for the UV to optical and IR fits are
given in Tables 3 and 4, respectively.
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Other possible effects…

Temperature

• Some local analogs 
show a shift in the dust 
peak that might indicate 
hot dust temperatures…


• For ALMA observations 
at 200 micron this give 
non-detections despite 
significant dust content


• Other possible effects 
include the dust opacity 
and dust grain 
composition 



Dust in blue galaxies?

Extended Data Figure 7 | SED of A1689-zD1. Full, self-consistent UV-
to-FIR models are fit to the data using the GRASIL (dashed line) and 
MAGPHYS (dot-dashed line) codes. The values derived from these 
models fit to the photometric data (squares) are largely consistent with 
those derived from the modified blackbody (solid line) and UV-optical 

only fit, though with an additional contribution from the restframe mid-
IR flux. A CMB correction has not been applied here. Error bars are 68% 
confidence. Upper limits are 68% confidence except for the 8.0µm band 
for which the upper limit is 95% confidence. 
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A dusty, normal galaxy in the epoch of reionization 
Darach Watson1, Lise Christensen1, Kirsten Kraiberg Knudsen2, Johan Richard3, Anna Gallazzi4,1, and Michał Jerzy Michałowski5 

Candidates for the modest galaxies that formed most of the stars 
in the early universe, at redshifts z > 7, have been found in large 
numbers with extremely deep restframe-UV imaging1. But it has 
proved difficult for existing spectrographs to characterise them 
in the UV2,3,4. The detailed properties of these galaxies could be 
measured from dust and cool gas emission at far-infrared wave-
lengths if the galaxies have become sufficiently enriched in dust 
and metals. So far, however, the most distant UV-selected gal-
axy detected in dust emission is only at z = 3.25, and recent re-
sults have cast doubt on whether dust and molecules can be 
found in typical galaxies at this early epoch6,7,8. Here we report 
thermal dust emission from an archetypal early universe star-
forming galaxy, A1689-zD1. We detect its stellar continuum in 
spectroscopy and determine its redshift to be z = 7.5±0.2 from a 
spectroscopic detection of the Lyα break. A1689-zD1 is repre-
sentative of the star-forming population during reionisation9, 
with a total star-formation rate of about 12 M� yr–1. The galaxy 
is highly evolved: it has a large stellar mass, and is heavily en-
riched in dust, with a dust-to-gas ratio close to that of the Milky 
Way. Dusty, evolved galaxies are thus present among the fainter 
star-forming population at z > 7, in spite of the very short time 
since they first appeared. 

As part of a programme to investigate galaxies at z > 7 with the 
X-shooter spectrograph on the Very Large Telescope, we observed 
the candidate high-redshift galaxy, A1689-zD1, behind the lensing 
galaxy cluster, Abell 1689 (Fig. 1). The source was originally identi-
fied10 as a candidate z > 7 system from deep imaging with the Hub-
ble and Spitzer Space Telescopes. Suggested to be at z = 7.6±0.4 
from photometry fitting, it is gravitationally magnified by a factor of 
9.3 by the galaxy cluster10, and though intrinsically faint, because of 
the gravitational amplification, is one of the brightest candidate z > 7 
galaxies known. The X-shooter observations were carried out on 
several nights between March 2010 and March 2012 with a total 
time of 16 hours on target. 

The galaxy continuum is detected and can be seen in the binned 
spectrum (Fig. 2). The Lya cutoff is at 1035±24 nm and defines the 
redshift, z = 7.5±0.2. It is thus one of the most distant galaxies 
known to date to be confirmed via spectroscopy, and the only galaxy 
at z > 7 where the redshift is determined from spectroscopy of its 
stellar continuum. The spectral slope is blue; using a power-law fit, 
Fλ � λ–β, β = 2.0 ± 0.1. The flux break is sharp, and greater than a 
factor of ten in depth. In addition, no line emission is detected, ruling 
out a different redshift solution for the galaxy. Line emission is ex-
cluded to lensing-corrected depths of 3×10–19 erg cm–2 s–1 (3σ) in the 

 

1

Figure 1 | The gravitationally lensing galaxy cluster Abell 1689. The 
colour image is composed with Hubble filters: F105W (blue), F125W 
(green), F160W (red). The zoomed box (4˝×4˝) shows A1689-zD1. 
Contours indicate FIR dust emission detected by ALMA at 3, 4, and 5σ 
local RMS (yellow, positive; white, negative). The ALMA beam 

2

(1.36˝×1.15˝) is shown, bottom left. Images and noise maps were prima-
ry-beam corrected before making the signal-to-noise ratio (SNR) maps. 
Slit positions for the first set of X-shooter spectroscopy are overlaid in 
magenta (dashed boxes indicate the dither), while the parallactic angle 
was used in the remaining observations (pink dashed lines). 

Watson et al., 2015



Spatial offsets UV and IR continuum

3. ANALYSIS

3.1. Spectral Energy Distribution Fitting

We make use of extensive multi-wavelength imaging of
SSA22, including CFHT, Subaru (Hayashino et al. 2004;
Matsuda et al. 2011; Yamada et al. 2012; Kubo et al. 2013),
and Spitzer-IRAC (Webb et al. 2009) imaging, to obtain UV
through mid-infrared photometry of the targets. We then fit the
spectral energy distributions (SEDs) using CIGALE14 (Noll
et al. 2009; Serra et al. 2011). We use stellar population
templates from Bruzual & Charlot (2003) with the double-burst
star formation history and a Chabrier (2003) initial mass
function. Extinction is implemented using Calzetti et al.
(2000),and thermal dust emission uses the model of Casey
et al. (2012). Since only one photometry point was available in
the far-infrared, the mid-infrared power-law slope, α, dust
emissivity index, γ, and dust temperature, Td, were fixed at 2.0,
1.6, and 37 K, respectively. Our choice of Td=37 K is based
on a stacked Herschel+SCUBA-2 SED of thousands of LBGs

at z∼3 from Coppin et al. (2015). In order to estimate the
systematic uncertainty on L8–1000, we (conservatively) allowed
the dust emission parameters to vary between α=1.5–2.5,
γ=1.2–2.0, and Td=27–47 Kto include more extreme
sources (e.g., Saintonge et al. 2013). This resulted in the
additional systematic uncertainty of 0.14 dex in the integrated
infrared luminosity. The derived physical properties are
summarized in Table 1. The best-fit SED for SSA22a-C16 is
shown in the top panel of Figure 3. For the ALMA non-
detections, we averaged the UV-mid-IR photometry and fit the
SED in the same way using the stacked ALMA flux. The
corresponding best fit for the “average” LBG is shown in the
bottom panel of Figure 3. It is interesting to note that the
average mass of the ALMA non-detected LBGs,
Må=(1.61± 1.08)×109Me, is a factor 20 lower than that
of the LBG we directly detected with ALMA–
Må=(3.16± 0.36)×1010Me.

3.2. Infrared Excess

We estimate the SFR for SSA22a-C16, following Madau
& Dickinson (2014), with #= ´ LSFRUV UV 1500 and

#= ´- - -LSFR8 1000 8 1000 8 1000, where # = ´1.15UV
- - - - -

:M10 yr erg s Hz28 1 1 1 1( ) and # = ´- 4.58 1000
- - - -

:M10 yr erg s44 1 1 1( ) , with νL1500=(8.8± 0.3)×
1010 Le and L8–1000=(8.4± 2.3)×1010 Le.

15 We find
SFRUV=19± 1Me yr−1 and SFR8–1000=15± 4Me yr−1,
giving a total SFR=34± 4Me yr−1. Recall that IRX≡
LFIR/LUV, with LFIR=(4.8± 1.3)×1010 Le = (0.57×
L8–1000). The corresponding infrared excess is thus (IRX)=
0.56± 0.15, and the UV slope (evaluated by fitting the
continuum slope of the best-fit SED over rest-frame
1250–2500 Å) is β=−1.25± 0.03. Thus, we can place this
galaxy in context with other systems at low- and high-z by
placing it on the IRX–β plot (Figure 4). Averaged over the
galaxy it can be seen that our source falls significantly below
the MHC99 IRX relation. The stacked detection (and
individual upper limits) is more consistent with MHC99,
although they are generally bluer and there is still clearly a high
degree of scatter in IRX for a fixed β. One route to
understanding the origin of the scatter in IRX–β is to use our

Figure 1. First panel: the ALMA 870 μm contours overlaid on the HST F814W image. The contours are 2, 2.5, 3, 3.5, and 4σ. The ALMA synthesized beam of
0 46×0 44 (PA=−33°. 32) is shown in the top left corner. Second panel: the HST image was convolved with the ALMA synthesized beam of our observations in
order to construct a resolved IRX map.Third panel: the IRX map with a pixel size of 0 05. The ALMA flux at each pixel was translated to LFIR using the best-fit SED
from the top panel in Figure 3. Similarly, the HST flux at each pixel was translated to LUV using the same SED. The IRX peaks at ;1.5 and decreases to 0.5 across
the LBG, with values outside the contour being 2σ upper limits. Fourth panel: the RGB plot for SSA22a-C16 with red, green, and blue channels representing ALMA
Band 7, HST/WFC3 F160W, and HST/ACS F814W bands, respectively.

Figure 2. Average amplitude vs. uv-distance for SSA22a-C16, evaluated in
bins of 150 kλ. An unresolved source has a constant amplitude for all
baselines, but the data are better fit by a Gaussian (FWHM 0 94), indicating
that we have resolved the dust emission in this source.

(The data used to create this figure are available.)

14 http://cigale.lam.fr/
15 The Madau & Dickinson (2014) calibration of SFRUV is for 1500 Å.
However, note that the MHC99 definition of the IRX uses 1600 Å.
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3. ANALYSIS

3.1. Spectral Energy Distribution Fitting

We make use of extensive multi-wavelength imaging of
SSA22, including CFHT, Subaru (Hayashino et al. 2004;
Matsuda et al. 2011; Yamada et al. 2012; Kubo et al. 2013),
and Spitzer-IRAC (Webb et al. 2009) imaging, to obtain UV
through mid-infrared photometry of the targets. We then fit the
spectral energy distributions (SEDs) using CIGALE14 (Noll
et al. 2009; Serra et al. 2011). We use stellar population
templates from Bruzual & Charlot (2003) with the double-burst
star formation history and a Chabrier (2003) initial mass
function. Extinction is implemented using Calzetti et al.
(2000),and thermal dust emission uses the model of Casey
et al. (2012). Since only one photometry point was available in
the far-infrared, the mid-infrared power-law slope, α, dust
emissivity index, γ, and dust temperature, Td, were fixed at 2.0,
1.6, and 37 K, respectively. Our choice of Td=37 K is based
on a stacked Herschel+SCUBA-2 SED of thousands of LBGs

at z∼3 from Coppin et al. (2015). In order to estimate the
systematic uncertainty on L8–1000, we (conservatively) allowed
the dust emission parameters to vary between α=1.5–2.5,
γ=1.2–2.0, and Td=27–47 Kto include more extreme
sources (e.g., Saintonge et al. 2013). This resulted in the
additional systematic uncertainty of 0.14 dex in the integrated
infrared luminosity. The derived physical properties are
summarized in Table 1. The best-fit SED for SSA22a-C16 is
shown in the top panel of Figure 3. For the ALMA non-
detections, we averaged the UV-mid-IR photometry and fit the
SED in the same way using the stacked ALMA flux. The
corresponding best fit for the “average” LBG is shown in the
bottom panel of Figure 3. It is interesting to note that the
average mass of the ALMA non-detected LBGs,
Må=(1.61± 1.08)×109Me, is a factor 20 lower than that
of the LBG we directly detected with ALMA–
Må=(3.16± 0.36)×1010Me.

3.2. Infrared Excess

We estimate the SFR for SSA22a-C16, following Madau
& Dickinson (2014), with #= ´ LSFRUV UV 1500 and

#= ´- - -LSFR8 1000 8 1000 8 1000, where # = ´1.15UV
- - - - -

:M10 yr erg s Hz28 1 1 1 1( ) and # = ´- 4.58 1000
- - - -

:M10 yr erg s44 1 1 1( ) , with νL1500=(8.8± 0.3)×
1010 Le and L8–1000=(8.4± 2.3)×1010 Le.

15 We find
SFRUV=19± 1Me yr−1 and SFR8–1000=15± 4Me yr−1,
giving a total SFR=34± 4Me yr−1. Recall that IRX≡
LFIR/LUV, with LFIR=(4.8± 1.3)×1010 Le = (0.57×
L8–1000). The corresponding infrared excess is thus (IRX)=
0.56± 0.15, and the UV slope (evaluated by fitting the
continuum slope of the best-fit SED over rest-frame
1250–2500 Å) is β=−1.25± 0.03. Thus, we can place this
galaxy in context with other systems at low- and high-z by
placing it on the IRX–β plot (Figure 4). Averaged over the
galaxy it can be seen that our source falls significantly below
the MHC99 IRX relation. The stacked detection (and
individual upper limits) is more consistent with MHC99,
although they are generally bluer and there is still clearly a high
degree of scatter in IRX for a fixed β. One route to
understanding the origin of the scatter in IRX–β is to use our

Figure 1. First panel: the ALMA 870 μm contours overlaid on the HST F814W image. The contours are 2, 2.5, 3, 3.5, and 4σ. The ALMA synthesized beam of
0 46×0 44 (PA=−33°. 32) is shown in the top left corner. Second panel: the HST image was convolved with the ALMA synthesized beam of our observations in
order to construct a resolved IRX map.Third panel: the IRX map with a pixel size of 0 05. The ALMA flux at each pixel was translated to LFIR using the best-fit SED
from the top panel in Figure 3. Similarly, the HST flux at each pixel was translated to LUV using the same SED. The IRX peaks at ;1.5 and decreases to 0.5 across
the LBG, with values outside the contour being 2σ upper limits. Fourth panel: the RGB plot for SSA22a-C16 with red, green, and blue channels representing ALMA
Band 7, HST/WFC3 F160W, and HST/ACS F814W bands, respectively.

Figure 2. Average amplitude vs. uv-distance for SSA22a-C16, evaluated in
bins of 150 kλ. An unresolved source has a constant amplitude for all
baselines, but the data are better fit by a Gaussian (FWHM 0 94), indicating
that we have resolved the dust emission in this source.

(The data used to create this figure are available.)

14 http://cigale.lam.fr/
15 The Madau & Dickinson (2014) calibration of SFRUV is for 1500 Å.
However, note that the MHC99 definition of the IRX uses 1600 Å.
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Dust geometry also affects the 
[CII] morphology 



Dust formation models The dust mass in z > 6 galaxies L73

Figure 1. Predicted dust masses of the simulated galaxies as a function of
the stellar mass. For each galaxy, the dust mass without (with) grain growth
is shown by a square grey (circle blue) point (see text). The adopted grain
growth time-scale is τacc,0 = 2 Myr. In the lower panels, the reverse shock
destruction of SN dust is neglected. For the sake of comparison, we have
reported the same data points shown in Table 1 in the two panels: Schaerer
et al. (2015, squares), Maiolino et al. (2015, triangles) and Watson et al.
(2015, circle point).

the effective SN dust yields is ∼20 times larger and the resulting
dust masses contributed by stellar sources increase by a comparable
factor. These SN yields bracket the observations of dust masses
in SN and SN remnants obtained with the Herschel satellite (see
fig. 6 in Schneider et al. 2014). The figure shows that although the
total dust mass is larger, even with maximally efficient SN dust
enrichment the predicted dust masses at z ∼ 7 are Mdust < 107 M⊙,
too small to account for the observed dust mass in A1689-zD1. We
conclude that in order to account for the existing dust mass in this
galaxy, a shorter grain growth time-scale is required.

It is interesting to analyse the relative contribution of AGB stars,
SN and grain growth as a function of redshift. Fig. 2 shows the red-
shift evolution of the dust mass for galaxies with Mstar > 109 M⊙.
We separate the contribution from AGB stars, stellar sources, and
the total mass of dust, including grain growth with an accretion
time-scale τacc,0 = 2 Myr (upper panel) and 0.2 Myr (lower panel).
As expected from Fig. 1, grain growth provides the dominant con-
tribution, exceeding the dust produced by stellar sources already
at z < 10–12. Among the stellar sources, SN appear always dom-
inant, but the average contribution of AGB stars can be as large
as ∼40 per cent. This confirms that the contribution of AGB stars
to high-redshift dust formation cannot be neglected, especially for
the galaxies currently targeted by observational searches (Valiante
et al. 2009). Finally, in the lower panel we show that the dust mass
detected in A1689-zD1 requires very efficient grain growth, with a
time-scale τacc,0 = 0.2 Myr, one order of magnitude shorter than re-
quired to reproduce the observed dust-to-gas ratio in the Milky Way
and in most local dwarf galaxies (de Bennassuti et al. 2014). This, in
turn, implies that the cold atomic and molecular phases of the ISM,
where grain growth is more efficient, must have an average density
of ∼104 cm−3 (see equation 4). Such a value is comparable to the

Figure 2. Redshift evolution of the dust mass for the simulated galaxies
with stellar masses in the range log Mstar/ M⊙ ≥ 9. Each line represents the
average contribution of all the galaxies with the shaded area indicating the
dispersion among different evolutionary histories. The lower, intermediate
and upper lines show the contribution to the total mass of dust of AGB stars,
stellar sources and grain growth with an accretion time-scale of τacc,0 =
2 Myr (upper panel) and 0.2 Myr (lower panel).

molecular gas density inferred from CO excitation analyses of star-
burst galaxies at comparable (although slightly smaller) redshifts
(see Carilli & Walter 2013). Moreover, the molecular phase in these
high-redshift star-forming galaxies may also be warmer, leading to
somewhat lower τ acc, 0. Although plausible, our study suggests that
these conditions must be exceptional, as if they were to apply to
all galaxies a z > 6.5, current upper limits on the dust continuum
emission for normal star-forming galaxies at 6.5 < z < 7.5 would
be exceeded.

5 C O N C L U S I O N S

In this work, we have investigated dust enrichment of the ISM of
‘normal’ galaxies, which form stars at rates between a few to a few
tens of solar masses per year, at z ≥ 6. We find that dusty galaxies
are already formed at these high redshifts, due to rapid enrichment
by SN and AGB stars. However, the dominant contribution to the
dust mass in the most massive galaxies, with Mstar ≥ 109 M⊙,
which are the galaxies detected in the UV with present facilities,
comes from grain growth. The efficiency of this process depends
on the metallicity, density and temperature of the cold and dense
phase of the ISM. While the upper limits on the dust continuum
emission can be matched with an accretion time-scale of τacc,0 ∼
2 Myr, comparable to the value adopted by de Bennassuti et al.
(2014) to reproduce the dust-to-gas ratio of the Milky Way and
local dwarfs, the observed dust mass of A1689-zD1 at z = 7.5 can
only be reproduced if more extreme conditions are adopted, with
τacc,0 = 0.2 Myr, similar to the value assumed for QSO host galaxies
(Valiante et al. 2014). It is interesting to note that physical conditions
in the ISM can lead to different values of τacc,0 even for galaxies with
comparable metallicity: two of the most metal-poor local dwarfs,
SBS 0335-052 and IZw18, have a metallicity of Z ∼ 3 per cent Z⊙

MNRASL 451, L70–L74 (2015)
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Fast grain growth 
in the ISM

• AGB pulsations 
produce a lot of dust 
but on a longer 
timescales


• SN produce (and 
destruct) dust on 
short timescales


• The least understood 
and most debated 
form of dust 
formation is ISM 
grain growth 

Mancini et al., 2015



A Spitzer view of stellar mass build-up



Spitzer
/IRAC

HST

Rest-frame UV Optical

Rest-frame UV to optical SED

Need the older stars in the rest-frame optical to derive 
accurate masses, ages and specific star formation rates



Spitzer deep imagine over the HUDF

Hubble Spitzer

Labbé et al. (2015)Credit: NASA, ESA, and S. Beckwith (STScI) and the HUDF Team



Spitzer Space Telescope

Spitzer

HST

• Cold mission: 2003 - 2009  
Mid-infrared Universe   

• Warm Mission 2009 - 2019: 
Liquid helium to cool the 
instruments ran out 

• Shortest wavelength filters 
produce images that are still 
sensitive enough to detect 
distant galaxies found with 
Hubble 

Credit: A. Zitrin



Source de-confusion

[3.6]

[4.5]

Original Model
neighbours Clean

Template



Results on galaxy properties z>3:  
surprisingly old ages, high masses

Eyles et al. 2005
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z~6

• z~6 Lyman break 
galaxy with a large 
Balmer break indicating 
a stellar population 
450Myr old 

• Calculating back 
assumes quite a lot of 
star-formation already 
at z~12



• High S/N example of a 
strongly lensed, intrinsically 
faint galaxy 

• 1-1.5 magnitude Balmer 
break indicates: 
Estimated formation  
redshift z~18 
Mass M* = 6.3.109 M⨀

Results on galaxy properties z>3:  
surprisingly old ages, high masses

Richard et al. 2011

z~6

Abell 383



The main sequence of star-forming galaxies



SFR - Mass sequence out to z~7

Dutton et al. 2010



Strong evolution between 
redshift z~0-1

Dutton et al. 2010

SFR - Mass sequence out to z~7



Strong evolution between 
redshift z~0-1

Weak evolution z~1-7

Dutton et al. 2010

SFR - Mass sequence out to z~7



sSFR (SFR / M✶) vs. redshift - zeropoint 
evolution of the main sequence

Dutton et al. 2010

SFR - Mass sequence out to z~7



Semi-analytical models

Dutton et al. 2010

sSFR = SFR / M✶ = inverse growth time scale



Semi-analytical models

Prediction sSFR ~ specific accretion rates ~ (1+z)2.5  

Dutton et al. 2010



Semi-analytical models

Baryonic processes needed to decouple SFR from 
inflow rates  

Dutton et al. 2010



Early results showed a ‘plateau’ at z>2

Gonzalez et al. 2010 Reddy et al. 2012

See also Feulner+05, Yan+06, Eyles+07, Stark+09, Labbe+10a,b, Schaerer+10, McLure+11 



Problem for galaxy formation? 
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Nebular emission lines: two degenerate solutions

Schaerer & de Barros. 2009

Continuum only Continuum+emission lines

Old ages, high masses Young/bursty galaxies

Are stellar masses and ages overestimated?

z~6



Assumptions on emission lines contamination

1

10

100
EW

(H
α

+[
NI

I])
10.0 < logM/MO • < 10.5
10.5 < logM/MO • < 11.0
11.0 < logM/MO •

SDSS
VVDS
3DHST (T.W.)
Erb+06

Detected SFGs

0.0 0.1 0.2 0.40.3 0.5 0.6log(1+z)

0.5 1.51 2 30000
Redshift

0 0.2 0.3 0.4 0.6 0.7 00000 7

?
Conservative

Maximal

>1000Å

Fumagalli et al. 2012

EW(Hα)∝ (1+z)1.8

Direct 
spectroscopy not 
available above 

z>3.5

Equivalent width 
of strong lines 

such as H⍺ and 
[OIII] > 1000Å?



Using redshift samples without degeneracies



Using redshift samples without degeneracies

5.5<z<6.5 particularly 
bad for emission line 

contamination

z~6



Using redshift samples without degeneracies

4<z<5 good for 
estimating H⍺ EW 

estimates

-1.0 -0.5 0.0 0.5 1.0
[3.6]-[4.5]

0

5

10

15

20

25

30

35

N

3.8<z<5.0
(Hα in [3.6] filter)

3.1<z<3.6
(no strong lines 
in IRAC filters)

Shim et al. 2011; Stark et al. 2012



[3.6] [4.5]

[OIII]+Hβ

Using redshift samples without degeneracies

Smit et al. 2014;2015



• Spitzer photometry 
dominated by optical 
emission lines 

• Large fraction of 
sources (~50%) show 
‘extreme’ emission lines 
→ ubiquitous in early 
galaxies 

Modest samples of z~7 [OIII] emitters 

Smit et al., 2014; 2015, Roberts-Borsani et al. 2016



Bowler et al. 2017

Modest samples of z~7 [OIII] emitters 



Mass estimates without contamination

Mass estimate 
with clean [4.5] 

band 
log(M)~9.0 M⊙

Mass estimate
with [3.6]+[4.5]
log(M)~9.5 M⊙

Smit et al. 2014

0.5-1.0 dex offset in mass estimate



Updated sSFR evolution

12

TABLE 2
Current Estimates of the mean Specific Star Formation Rate for z ∼ 4–6 Galaxies

z ∼ 4 z ∼ 5 z ∼ 6

Model Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1)

Mstellar = 5× 109 M⊙

CSF no emission lines 54 2 0.50(±0.05) 18 0 0.57(±0.08) 73 3 0.42(±0.04)
CSF with emission lines 51 2 0.55(±0.05) 15 0 0.60(±0.06) 48 5 0.54(±0.05)
RSF no emission lines 67 0 0.49(±0.03) 21 0 0.48(±0.04) 78 4 0.60(±0.03)
RSF with emission lines 68 0 0.51(±0.03) 19 0 0.50(±0.04) 71 5 0.65(±0.04)

Mstellar = 1× 109 M⊙

CSF no emission lines 99 6 0.60(±0.04) 32 4 0.66(±0.07) 57 13 0.79(±0.08)
CSF with emission lines 100 6 0.61(±0.04) 35 4 0.68(±0.07) 85 18 0.80(±0.06)
RSF no emission lines 117 2 0.58(±0.03) 36 2 0.67(±0.06) 74 2 0.61(±0.04)
RSF with emission lines 117 2 0.61(±0.03) 40 2 0.73(±0.07) 81 3 0.73(±0.05)

Note. — Mean values of the estimated log10(sSFR/Gyr−1) for our samples using different model assumptions. The sSFR was estimated
for two stellar mass bins centered at log10(Mstellar/M⊙) = 9.7 and 9.0. The width of each bin is ±0.3 dex. The Nbin column indicates
how many sources fall in each bin at each redshift for a given model. Extreme values of the sSFR (∼ 100 Gyr−1, which correspond to
minimum age models) were rejected before taking the mean. This latter choice does not make a significant difference (see Figure 8).

Fig. 9.— The mean specific SFR as a function of redshift for galaxies with estimated stellar masses log10(Mstellar/M⊙) = 9.4–10,
corresponding to our 5 × 109 M⊙ bin. The values at z < 4 are taken from the literature (Damen et al. 2009; Noeske et al. 2007; Daddi
et al. 2007; Reddy et al. 2012). The solid gray points correspond to previous reports from the literature at z ! 4 (Stark et al. 2009;
González et al. 2010) and the open gray points correspond to these values after a simple correction for dust extinction is made (Bouwens
et al. 2012). The blue crosses are from Stark et al. (2013). The the open hexagons at z ! 4 are the new results from our stellar population
modeling of the full rest-frame UV and optical SED. These results were derived assuming an exponentially rising SFH (RSF) and the
average emission line flux is subtracted based on the maximal model described in Section 3.4. The dust reddening was derived using
the Meurer et al. (1999) relation and the measured UV slopes, β. The error bars correspond to random errors. Our estimate of the
systematic error, is given as well in the upper left corner. Our sSFR estimates depend weakly on the modeling assumptions (see Figure
8). The differences between our results and those of Stark et al. (2013) arise from them using UV-luminosity-binned averages versus our
mass-binned averages (see Section 5.2 and the Appendix for details). A weighted best fit of our measured sSFR as a function of redshift at
z > 2 is: log(sSFR(z)) = −0.1(±0.1) + 1.0(±0.1) log(1 + z) (which incorporates the values derived at z ∼ 2 by Daddi et al. 2007, z ∼ 2–3
by Reddy et al. 2012, and the z ! 4 from this work). The derived dependence of the sSFR on redshift is much weaker than that observed
at z < 2 and that expected from the theoretical expectations at z > 2 (e.g., Neistein & Dekel 2008, dashed line).

5.2. Comparison to Stark et al. (2013)

In a recent study Stark et al. (2013) explores the ef-
fects of that rest-frame optical emission lines have on the
stellar masses and sSFR derived through SED fitting at
z ! 4. Their analysis is similar in many regards to the
one presented here but they find a sSFR evolution that is
much faster with redshift, in agreement with theoretical

expectations. As we discuss below, it appears that the
reason for this difference is that our consideration of the
effect of the M/L scatter turns out to play an important
role.
Even though the SED modeling assumptions used in

Stark et al. (2013) are very similar to the ones we have
used, the way in which the average sSFR is determined at
a given redshift causes important differences in the con-

Gonzalez et al. 2012

Mild discrepancy still at the highest redshifts and redshift =1



New evidence for older stellar populations?

Figure 2 | The Spectral Energy Distribution of MACS1149-JD1. The [OIII] flux provides a constraint on

the star formation rate at the epoch of observation, while the Spectral Energy Distribution (SED) provides

valuable evidence of its earlier star formation history. The model shown involves a burst of star formation of

duration ⌧ =100 Myr within the interval 12 . z . 15 and reproduce the required excess flux at 4.5µm. A

much younger component reproduces the strength of [OIII] emission observed at z ' 9. (a) Black squares

show the observations: F125W, F140W, and F160W data from HST
7, a 2� upper limit for the Ks�band

from VLT/HAWK-I16, and 3.6µm and 4.5µm fluxes from Spitzer/IRAC7. Horizontal and vertical error bars

show the wavelength range of the filters and 1� measurement uncertainties, respectively. The red solid line

9

Spectroscopic 
redshift at z=9.1 - 
no contribution of 
[OIII] nebular lines 

to IRAC flux

Hashimoto et al. 2018



Interpreting extreme emission lines and 
implications for cosmic Reionisation



How to explain extreme equivalent widths?

Finkelstein et al. 2013

>1000Å EW lines are not reproduced by ‘classic’ models 

Bruzual & Charlot 
2003 stellar 
populations 

models



Missing components on stellar populations?

Fig.  2. Schematic  representation  of  the  relative  importance  of  different  binary  interaction 

processes given our best-fit binary fraction and intrinsic distribution functions. All percentages 

are expressed in terms of the fraction of all stars born as O-type stars, including the single O stars 
and the O stars in binaries, either as the initially more massive component (the primary), or the 
less massive one (the secondary).

The solid curve gives the best-fit intrinsic distribution of orbital periods (corresponding to π = 

-0.55),  which  we  adopted  as  the  initial  distribution.  For  the  purpose  of  comparison,  we 

normalized the ordinate value to  unity at  the minimum period considered.  The dotted curve 

separates the contributions from O-type primary and secondary stars. The colored areas indicate 

the fractions of systems that are expected to merge (red), to experience stripping (yellow) or 

accretion/common envelope evolution (orange). Assumptions and uncertainties are discussed in 
the text and in the supporting online text §C. 

The pie chart compares the fraction of stars born as O stars that are effectively single, i.e. single 

(white) or in wide binaries with little or no interaction effects (light green)    ̶ 29% combined    ̶ 

with those that experience significant binary interaction (71% combined).

Sana et al. 2012

The majority of O 
and B stars might 

be in binaries - 
binary effects 

such as envelope 
stripping can not 

be neglected!



Ionising flux from binary starsGötberg, De Mink & Groh et al.: Unifying Subdwarfs and Wolf-Rayet stars as a sequence of stripped-envelope stars
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Composite
Companion

Stripped star

HeII λ4686

Fig. 8: Spectral energy distribution of a 3.3 M� stripped star and a
7.4 M� companion star (analog to panel e of Fig. 7). We show under-
neath the plot several photometrical filters in the UV and optical from
GALEX, Swift and SDSS. These are discussed in Sect. 5.2 for detecting
stripped stars via UV excess. We show a zoom-in of the optical spec-
trum where the composite spectrum is shown in purple. The HeII �4686
emission line from the stripped star is visible in the composite spec-
trum. This line may be used for detecting stripped stars as discussed in
Sect. 5.3.

The stripped star spectra shown here are taken from our so-
lar metallicity grid. They are for a typical subdwarf (group A,
shown in the left column), an intermediate mass stripped star
with both absorption and emission lines (group A/E, shown in
the central column), and a Wolf-Rayet-like star (group E, shown
in the right column). They are for stripped stars with masses of
1.0, 3.3, and 6.7 M� (corresponding to initial masses of 4.5, 11.0,
and 18.2 M�). We show their spectral energy distribution with a
shaded background. We use gray-shading for the ionizing part
of the spectrum. The Extreme Ultraviolet Explorer (EUVE) was
sensitive to the Lyman continuum, though early-type stars were
blocked by interstellar hydrogen except along rare low column
density sight lines (Cassinelli et al. 1995, 1996). The UV and
optical part of the spectrum that is accessible to present-day fa-
cilities is shown with a blue-shaded background. The spectra of
the companions are shown with a thick, solid pink/purple lines.

The companions shown here are for ⇠4.0, 7.4 and 18.2 M�
main sequence stars shown in the bottom, middle and top row re-
spectively. To estimate their spectra we evolved single stars with
the same evolutionary code and settings as described in Sect. 2
until the central hydrogen mass fraction dropped to XH,c = 0.5.
This means that they are assumed to be relatively unevolved.
This is expected for low-mass companions, which evolve more
slowly, but also for more massive companions that may have
been rejuvenated as a result of mass accretion. Based stellar
properties derived from these models we assign approximate
spectral types of B5V, B3V and O9V. The spectra shown here
are Kurucz spectral models (Kurucz 1992).

The main sequence companion star dominates the optical
spectrum in most of the example systems shown in Fig. 7 (exam-
ples a, b, c, d, e, and g). This is the case for all combinations with
an O-star. Pols et al. (1991) found the same result when compar-
ing spectral models of massive subdwarfs with early B-type star
models. A zoom-in of panel e, Figure 7 is shown in Fig. 8. The
stripped star dominates the spectrum in only one of the example
systems (example i). In this case, the stripped star is a few times
brighter in the optical, even though the bolometric luminosity of

the stripped star is about three orders of magnitude larger com-
pared to that of the companion. In two of the example systems,
the stripped star has similar optical brightness as the companion
star (examples f and h). Then, the spectral features of both the
stripped star and its companion are clearly distinguishable in the
composite spectrum.

We note that not all combinations shown here are equally
likely to occur. The mass of the companion depends on the pro-
cess that is responsible for stripping. In this work we considered
stripped stars resulting from Case B mass transfer, but stripped
stars formed through other stripping mechanisms are expected to
have similar surface properties (e.g., Yoon et al. 2010; Ivanova
2011), so it is worth considering the other mechanisms here and
what the implications are for the mass of the companion.

The most massive companions are expected in systems that
evolve through stable conservative mass transfer, where the com-
panion has accreted the entire envelope of the stripped star,
M1,envelope = M1,init � M1,strip for case B mass transfer. We fur-
ther know that the companion should have been the initially less
massive star in the system, M2,init  M1,init. This gives an upper
limit on the mass of the companion, M2,max = M1,init+M1,envelope,
which is 8, 18.7, and 30 M� respectively for the examples shown
here. Binary systems with stripped stars resulting from case A
mass transfer may slightly exceed this limit, since mass transfer
starts before the helium core has been fully established.

Stripped stars with low-mass companions are expected from
unstable mass transfer followed by successful ejection of the
common envelope. This is because (1) the companion does not
significantly accrete in this scenario and (2) unstable mass trans-
fer preferentially occurs for systems with more extreme initial
mass ratios, M2,init/M1,init . qcrit. The threshold value a mat-
ter of debate, but it is reasonable to assume that systems with
qcrit . 0.25 are certainly unstable (e.g. van den Heuvel et al.
2017). Such system would produce stripped stars with main se-
quence companions that have a mass that is comparable or lower
than the stripped star.

Of the panels shown in Fig. 7 we thus expect panel e), f), g)
h) and i) to be typical cases for binary interaction with various
degrees of non-conservative mass transfer. The situation in pan-
els b) c) and d) requires rather conservative stable mass transfer.
We do not expect the situation in panel a), at least not from our
current understanding of binary interaction.

5.2. Searching for stripped stars through UV excess

Even if a stripped star is too faint to detect at optical wave-
lengths, it may introduce a detectable excess of UV radiation,
compared to what is expected from the companion star alone
(cf. Figure 7). Searches for UV excess have indeed been suc-
cessful in revealing and characterizing stripped stars orbiting
Be-type stars (Gies et al. 1998; Peters et al. 2008, 2013; Wang
et al. 2017). These studies used spectra taken with the Interna-
tional Ultraviolet Explorer (IUE) and the Goddard High Resolu-
tion Spectrograph, (GHRS) onboard the Hubble Space Telescope
(HST). The contribution of the stripped star to the UV flux in
these systems is estimated to range from a few percent up to tens
of percent.

Photometric UV surveys may be even more promising given
their large sky coverage. The now decommissioned satellite
Galaxy Evolution Explorer (GALEX, Martin et al. 2005) was
designed to search for UV bright sources and all-sky surveys
have been carried out (Bianchi et al. 2011). The survey con-
tains deep observations using the near-ultraviolet filter (NUV,
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• BPASS models (e.g. 
Eldridge & Stanway 
2012) include binary 
effects  

• Another possible 
explanation is the 
ubiquitous presence of 
faint/obscured AGN (see 
tomorrow’s lecture!)

Models including binary stellar models



The photons needed to sustain an ionised Universe

Credit: Dawn Erb



Credit: Dawn Erb
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Implications for cosmic reionisation

AA54CH18-Stark ARI 25 August 2016 20:52

be calculated from the UV luminosity density,

nion = fesc ξion ρUV, (9)

where fesc is the fraction of hydrogen ionizing photons that escape galaxies and ξion is the number
of hydrogen ionizing photons produced per second divided by the emergent far UV luminosity
at 1500 Å. The importance of the escape fraction to the picture of reionization has motivated
many attempts to characterize the output of LyC photons from star-forming galaxies. These
experiments must be performed at z < 4 as the IGM is optically thick to LyC photons at higher
redshifts. The search for LyC emission from z≃ 3−3.5 galaxies has produced many promising
candidates, but only three robust LyC emitters have been identified (Vanzella et al. 2012, 2015;
Mostardi et al. 2015). Although the absolute escape fraction in LyC emitting galaxies is estimated
to be in the range fesc = 14−19% (Mostardi et al. 2015), such objects appear very rare among
UV luminous galaxies at z≃ 3−4. There have been some reports that LyC detections are more
common in less-luminous galaxies (e.g., Nestor et al. 2013), but further work is required to confirm
the foreground contamination rate in these fainter systems. Estimates of the LyC production
efficiency, ξion, require constraints on the shape of the ionizing spectrum. Using knowledge of the
stellar populations inferred from UV continuum slope constraints, it is possible to place estimates
on ξion using stellar population synthesis models. Using the UV slopes from Dunlop et al. (2013)
and Bruzual & Charlot (2003) stellar population models, Robertson et al. (2013) derived a value
of log {ξion/[Hz erg−1]} = 25.2, comparable to estimates used in other reionization studies (e.g.,
Kuhlen & Faucher-Giguère 2012).

The progress of reionization is calculated through comparison of the cosmic ionization rate
and IGM recombination rate. The IGM ionization state is commonly denoted by the parameter
QHII, the filling factor of ionized hydrogen in the IGM. The time evolution of QHII is determined
by a differential equation comparing the cosmic ionization and recombination rates as a function
of redshift at z > 6,

Q̇HII = ṅion

⟨nH⟩ − QHII

trec
, (10)

where ⟨nH⟩ is comoving hydrogen density and trec is the IGM recombination timescale. Following
Kuhlen & Faucher-Giguère (2012), the recombination time can be approximated as

trec = 0.88 Gyr
(

1 + z
7

)−3 (
T0

2 × 104 K

)−0.7 (
CHII

3

)−1

, (11)

where T0 is the temperature of the ionized hydrogen gas and CHII is the clumping factor
(⟨n2

H⟩/⟨nH⟩2) of ionized hydrogen. Simulations suggest that a clumping factor of CHII = 3 is
appropriate for reionization calculations (e.g., Pawlik et al. 2009). Once the redshift-dependent
cosmic ionization and recombination rates have been tabulated, the evolution of QHII can easily
be tabulated by solving the differential equation.

The final step is to determine whether the cosmic ionization rate provided star-forming galaxies
is sufficient to reproduce the optical depth to electron scattering faced by the CMB. The Thomson
scattering optical depth can be calculated from QHII as follows:

τ (z) = c⟨nH⟩σT

∫ z

0
fe QHII(z′)H −1(z′)(1 + z′)2dz′, (12)

where c is the speed of light, fe is the number of free electrons per hydrogen nucleus, and σT is
the Thomson scattering cross section.
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• Available number density of 
ionising photons : 

• Lyman continuum production 
efficiency (ξion) = the number of 
ionising photons produced per 
visible UV photon (at ~1600Å) 

• Escape fraction (Fesc) = fraction of 
those ionising photons that makes 
it out of the galaxy

Robertson et al. 2015
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be calculated from the UV luminosity density,

nion = fesc ξion ρUV, (9)

where fesc is the fraction of hydrogen ionizing photons that escape galaxies and ξion is the number
of hydrogen ionizing photons produced per second divided by the emergent far UV luminosity
at 1500 Å. The importance of the escape fraction to the picture of reionization has motivated
many attempts to characterize the output of LyC photons from star-forming galaxies. These
experiments must be performed at z < 4 as the IGM is optically thick to LyC photons at higher
redshifts. The search for LyC emission from z≃ 3−3.5 galaxies has produced many promising
candidates, but only three robust LyC emitters have been identified (Vanzella et al. 2012, 2015;
Mostardi et al. 2015). Although the absolute escape fraction in LyC emitting galaxies is estimated
to be in the range fesc = 14−19% (Mostardi et al. 2015), such objects appear very rare among
UV luminous galaxies at z≃ 3−4. There have been some reports that LyC detections are more
common in less-luminous galaxies (e.g., Nestor et al. 2013), but further work is required to confirm
the foreground contamination rate in these fainter systems. Estimates of the LyC production
efficiency, ξion, require constraints on the shape of the ionizing spectrum. Using knowledge of the
stellar populations inferred from UV continuum slope constraints, it is possible to place estimates
on ξion using stellar population synthesis models. Using the UV slopes from Dunlop et al. (2013)
and Bruzual & Charlot (2003) stellar population models, Robertson et al. (2013) derived a value
of log {ξion/[Hz erg−1]} = 25.2, comparable to estimates used in other reionization studies (e.g.,
Kuhlen & Faucher-Giguère 2012).

The progress of reionization is calculated through comparison of the cosmic ionization rate
and IGM recombination rate. The IGM ionization state is commonly denoted by the parameter
QHII, the filling factor of ionized hydrogen in the IGM. The time evolution of QHII is determined
by a differential equation comparing the cosmic ionization and recombination rates as a function
of redshift at z > 6,

Q̇HII = ṅion

⟨nH⟩ − QHII

trec
, (10)

where ⟨nH⟩ is comoving hydrogen density and trec is the IGM recombination timescale. Following
Kuhlen & Faucher-Giguère (2012), the recombination time can be approximated as

trec = 0.88 Gyr
(

1 + z
7

)−3 (
T0

2 × 104 K

)−0.7 (
CHII

3

)−1

, (11)

where T0 is the temperature of the ionized hydrogen gas and CHII is the clumping factor
(⟨n2

H⟩/⟨nH⟩2) of ionized hydrogen. Simulations suggest that a clumping factor of CHII = 3 is
appropriate for reionization calculations (e.g., Pawlik et al. 2009). Once the redshift-dependent
cosmic ionization and recombination rates have been tabulated, the evolution of QHII can easily
be tabulated by solving the differential equation.

The final step is to determine whether the cosmic ionization rate provided star-forming galaxies
is sufficient to reproduce the optical depth to electron scattering faced by the CMB. The Thomson
scattering optical depth can be calculated from QHII as follows:

τ (z) = c⟨nH⟩σT

∫ z

0
fe QHII(z′)H −1(z′)(1 + z′)2dz′, (12)

where c is the speed of light, fe is the number of free electrons per hydrogen nucleus, and σT is
the Thomson scattering cross section.
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Siana et al. 2015

Best estimates at

z~3: fesc  < 0.09

• Available number density of 
ionising photons : 

• Escape fraction of ionising photons 
can only be assessed at z~3 due 
to the absorption in the IGM at z>4

Robertson et al. 2015



Implications for cosmic reionization

Bouwens, Smit et al. 2016

• z~3 measurements of Fesc 
between 7-9% (e.g. Siana et al. 
2015) 


• Canonical values for ξion 
assume Bruzual and Charlot 
2003 stellar population models, 
modest age (~100Myr) and 
metallicity (~0.2 solar)


• Given most recent UV LFs and 
canonical values of ξion, higher 
escape fractions - 16-20% - 
are needed 
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• z~3 measurements of Fesc 
between 7-9% (e.g. Siana et al. 
2015) 


• Canonical values for ξion 
assume Bruzual and Charlot 
2003 stellar population models, 
modest age (~100Myr) and 
metallicity (~0.2 solar)


• Given most recent UV LFs and 
canonical values of ξion, higher 
escape fractions - 16-20% - 
are needed 

Reionisation 
ends z>6

Reionisation 
ends z<6



Implications for cosmic reionization

Smit et al., 2016; Bouwens, Smit et al. 2016

• Ha/UV luminosity ratio 
systematically higher than 
predicted by low-redshift SFR 
calibrations



Implications for cosmic reionization

Smit et al., 2016; Bouwens, Smit et al. 2016

Bl
ue

 s
ou

rc
es



Summary

• ALMA shows dust obscuration is more complex than 
previously assumed: standard calibrations are uncertain 

• A better understanding of rest-frame optical colours has 
decreased tension with DM accretion rates 

• Detection of high-EW ionisation lines indicate a hard 
radiation field in the highest redshift galaxies 

• High values of ionising production efficiency can possibly 
alleviate the tension of low escape fraction to bring about 
cosmic Reionisation


