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Becker et al. 2001

Reionisation ends 
z ~ 6 or t = 1 Gyr



Motivation

Hodge et al. 2015

First ultra IR 
luminous 
galaxies 

z ~ 5-3 or  
t = 1-2 Gyr
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SFR>3000M☉/yr
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First ultra-
massive galaxies 

z ~ 3-2 or  
t = 2-3 Gyr M★>1011M☉



Overview

Lecture 1: Detection methods and the galaxy census 
• The Lyman break technique  
• Deep surveys: a short history 
• The UV luminosity function  
• Outstanding debates on the galaxy census  
• Lyman alpha and dust continuum selections 

Lecture 2: Dust and stellar mass 
Lecture 3: Optical and sub-mm spectroscopy 



The spectral energy distribution 

Adapted from Galliano et al. 2018
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The spectral energy distribution 
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The spectral energy distribution 

This lecture



Looking back to the early Universe

Young galaxies are expected to be dominated by 
O and B type stars - bright in the UV



Sharp feature around ~100 nm shifts to 
observable wavebands by redshift z=2-3

Looking back to the early Universe



Steidel et al. 1999

Lyman break technique 



Steidel et al. 1999

Lyman break technique 
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introduced by the subtraction process, and the detection limit 
is essentially the same as that at any random position in the 
image. 

2.4 Photometry 
Faint galaxy photometry was performed with FOCAS 

(Valdes 1982), adopting a procedure which has been dis- 
cussed in detail in Paper II. Briefly, we defined an initial 
sample with a conservative cutoff in ^ magnitude, ^=25.5. 
The justification for this relatively bright limit stems from 
the expectation that the high redshift objects sought will be 
somewhat fainter in G than in /Æ, and significantly fainter in 
Un than in G. In our deep images ^=25.5 is a highly sig- 
nificant detection (~10-15or; see Table 1). For an object to 
be included in the initial catalog we required that, after con- 

2522 

volution with the standard FOCAS smoothing kernel, the 
number of adjacent pixels exceeding 3 times the local sky a 
corresponds to an area greater than that subtended by the 
FWHM of the seeing disk. In practice, the average isophotal 
size of an object with i^=25.5 is more than 3 times the area 
encircled by the FWHM of the seeing profile. The isopho- 
tal apertures were applied directly to the G and Un images; 
in this way each object in the frames was measured through 
an optimized “aperture” defined by the light profile in the 
band. 

Both isophotal and FOCAS “total” JB magnitudes of 
each object were retained; the difference between the isopho- 
tal and total magnitudes in the ,9B frame was then used as an 
aperture correction for each object, and applied to the mea- 
surement in each bandpass (this assumes that there is no 

-10 12 3 4 
G-ft 

Fig. 2. Color evolution of galaxies of different spectroscopic type in the three passbands used in this work; points are plotted at redshift intervals Az=0.1 
starting from ¿=0.0. In producing the plot we have combined the spectral energy distributions by Bruzual & Chariot (1993) with Madau’s (1995) statistical 
estimates of Lyman line and continuum blanketing by intervening gas. No allowance has been made for Lyman absorption by the interstellar medium of the 
galaxies themselves. The dotted line indicates the locus of points which we expect to be occupied by high-redshift galaxies (¿^3). 
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z=0

z=3.5



Credit: firstgalaxies.org

Lyman break technique - ‘dropouts’



1995: Hubble Deep Field (HDF)

1993 Hubble mirror 
correction and 

installation of Wide 
Field and Planetary 
Camera 2 (WFPC2)



Census of star-formation in the Universe

Lilly et al. 1996; Madau et al. 1996

UV luminosity to 
SFR conversion:

• Initial mass function 
(IMF; Salpeter)


• Age of the stellar 
population (100 Myr)


• Star-formation history 
(constant)


• Dust attenuation 
(assumed negligible) 

‘Lilly-Madau’ diagram

Star form
ation rate density



2004: Hubble Ultra Deep Field (HUDF)

2002 Hubble 
upgrade with the 

Advanced Camera 
for Surveys (ACS)



GOODS fields

HUDF

Great Observatories Origins 
Deep Survey (GOODS) 

Giavalisco et al. 2004

• Larger area survey 
detects brighter and 
more rare systems


• First statistical samples


• Start to obtain an actual 
census of the galaxy 
population out to z=6



UV luminosity function

z~4,5,6

Bouwens et al. 2007

At z=6 the Lyman break is 
shifted to ~8500Å  FaintBright



UV luminosity function

z~4,5,6

Bouwens et al. 2007



2012: eXtreme Deep Field (XDF)

2009 Hubble 
upgrade with the 

Wide Field 
Camera 3 (WFC3)



2012: eXtreme Deep Field

Observing the first galaxies 11

Fig. 3 The Lyman-break selection of a z ≃ 7 galaxy uncovered in the Hubble Ultra-Deep Field
(HUDF). The upper row of plots shows postage stamps of the available data at z850, Y , J110, H160
prior to the advent of the new WFC3/IR near-infrared camera on HST in 2009. The lower row
of plots shows the hugely-improved near-infrared imaging provided by WFC3/IR for the same
object; it can be clearly seen that this galaxy is strongly detected in the three longest-wavelength
passbands (H160, J125 and Y105) but drops out of the z850 image altogether, due to the presence of
the Lyman-break redshifted to λobs ≃ 1 µm, as was illustrated in Fig. 1 (courtesy R. McLure).

3.1.1 Lyman-break galaxies at z> 5

The main reason for a delay in progress in LBG selection beyond z≃ 5 was the need
for sufficiently deep imaging in at least two wavebands longer than the putative Ly-
man break; as illustrated in Figs. 1, 3, 4 and 5, at least two colours (hence three
wavebands) are needed to confirm both the existence of a strong spectral break, and
a blue colour longward of the break (as anticipated for a young, ultraviolet-bright
galaxy; see subsection 3.1.3 on potential contaminants). This need was finally met
with the refurbishment of the HST in March 2002 with a new red-sensitive opti-
cal camera, the Advanced Camera for Surveys (ACS), and a new cooling system for
the Near Infrared Camera and Multi-Object Spectrometer (NICMOS). Crucially, the
ACS was quickly used to produce and release the deepest ever optical image of the
sky, the 4-band (B435,V606, i775, z850) Hubble Ultra Deep Field (HUDF; Beckwith et
al. 2006), covering an area of ≃ 11 arcmin2 to typical depths of mAB ≃ 29 for point
sources. This field (or at least 5.7 arcmin2 of it) was also imaged with NICMOS, in
the J110 and H160 bands by Thompson et al. (2005, 2006) to depths of mAB ≃ 27.5.
Around the same time the ACS was also used as part of the Great Observatories
Deep Survey (GOODS) program to image two 150 arcmin2 fields (again in B435,
V606, i775, z850) to more moderate depths, mAB ≃ 27.5− 26.5 (GOODS-North, con-
taining the HDF, and GOODS-South, containing the HUDF; Giavalisco et al. 2004).
Deep Spitzer IRAC imaging (at 3.6, 4.5, 5.6, 8 µm) was also obtained over both
GOODS fields, and a co-ordinated effort was made to obtain deep Ks-band imaging

NICMOS vs WFC3



CANDELS

XDF

EGS

UDS COSMOS

GOODS-N

GOODS-S

XDF

CANDELS-Deep

CANDELS-Wide

Cosmic Assembly Near-
Infrared Deep 

Extragalactic Survey



Wedding cake strategy 

Grogin et al. 2011



Galaxy census out to the EoR

Bouwens et al. 2015
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Redshift Frontier: z~11

Coe et al. 2013

Oesch et al. 2016

Only JWST will 
push beyond z~11



Statistical samples

Introduction: Current State of the Art
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Redshift frontier



Obtaining a census of star-formation activity 

Madau & Dickenson 2017



Interlopers and selection bias



Photometric redshift fitting

• Take 5-10 ‘templates’ 
that cover the parameter 
space of galaxy spectra


• Take all possible linear 
combinations of the 
template set at every 
redshift with arbitrary 
normalisation


• Minimise X2 for best fit 
redshift solution

Brammer et al. 2008



Photometric redshift fitting

Bridge et al. 2019

6

Figure 1. HST and Spitzer cutouts for Super Eight 1. The cutouts are 5" ⇥ 5" and centered on the candidate galaxy. The central circles have a
radius of 0.009, matching the IRAC aperture, and are included to guide the eye. For the IRAC cutouts, both the original images (top) and images
after neighbor subtraction (bottom) are shown. The bottom right figure gives the photometry and fit SED for Super Eight 1. The observed
photometry is shown with black open squares, while the fit is shown with dark pink open circles. The fit spectrum is shown with a solid pink
line. The upper limits indicate the 1� uncertainties. The probability distributions from the redshift fitting performed using EAZY (pink) and
BPZ (green) are given in the lower rightmost panel.

Figure 2. Same as Figure 1 but for Super Eight 2.
Typical ‘bimodal’ solution 



Interlopers and selection bias

Bowler et al. 2014



Interlopers and selection bias

Bowler et al. 2014

Select only blue 
UV-continuum

Ultra-red 
‘drop-out’ 

colors



Colour-colour selection
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Interlopers and selection bias

Cool M, L & T dwarf 
stars also become 
problematic at z~7

Bowler et al. 2014

bright galaxies in Hubble 
can’t be confused with 

stars - faint galaxies and 
ground based imaging 
are more problematic   



-0.5 0.0 0.5 1.0 1.5
J1-J3 (mag)

0

1

2

3

4

z′
-J

1 (
m

ag
)

z=6.0

z=6.3

z=6.5

z=6.7

z=6.9

z=7.0
E(

B-
V)

=0

E(
B-

V)
=0

.1
brown dwarfs

   2014

  24834

  26680

  30058

   4329

  13965   25035

  26343

  26836

   z~7 candidates
  Likely foreground galaxy
T-dwarf candidates

Dr
op

-o
ut

 c
ol

ou
r

UV-continuum colour
Tilvi et al. 2013

Red Blue 

Interlopers and selection bias



Selection bias: age

Easily 
selected

Difficult to 
distinguish 

from 
interlopers



Selection bias: dust

Calzetti et al. 2001

Dust-free galaxies are more easily 
distinguished form interlopers than dusty ones



Colour-colour selection
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UV luminosity function: open questions

• Shape and evolution of the bright end of the UV LF: 
implications for (AGN) feedback 

• Accelerated evolution at z>8: implications for the 
emergence of the very first galaxies 

• Slope and turnover of the faint end of the UV LF: 
implications for cosmic Reionisation



Parametrisation of 
the UV LF 

z~4,5,6

α• Schechter function breaks 
evolution of galaxy 
populations down to 3 
parameters: 
MUV*, ϕ* and α 

z~4,5,6

AA54CH18-Stark ARI 25 August 2016 20:52

For high-redshift galaxies, the Schechter function is frequently given in terms of the absolute
magnitude rather than the luminosity,

φ(M) = ln 10
2.5

φ⋆(100.4(M ⋆−M ))(α+1) exp[−100.4(M ⋆−M )], (2)

where M ⋆ is the characteristic absolute magnitude. The absolute magnitude used in the UV LF
typically refers to the luminosity at a rest-frame wavelength of 1500 Å.

Measurements of the UV luminosity function have steadily improved over the past ten years
(e.g., Bunker et al. 2004; Beckwith et al. 2006; Bouwens et al. 2006, 2007, 2011; Finkelstein et al.
2010; McLure et al. 2009, 2010; Schenker et al. 2013b). The most recent z > 4 LF determinations
derived from HST imaging (Bouwens et al. 2015b, Finkelstein et al. 2015) are based on 4,000–
6,000 z≃ 4 galaxies, 2,000–3,000 z≃ 5 galaxies, 700–900 z≃ 6 galaxies, 300–500 z≃ 7 galaxies, and
100–200 z≃ 8 galaxies. The Bouwens et al. (2015b) study is the largest effort conducted to date,
including galaxies in all five CANDELS fields, the BoRG/HIPPIES fields, and the HUDF/XDF
and its associated parallels, allowing the UV LF to be characterized over a large dynamic range
($M UV ≃ 6 at z≃ 6). The HST samples are complemented by ground-based imaging surveys that
place valuable constraints on the space density of galaxies as bright as M UV ≃ − 23 (e.g., Bowler
et al. 2014, 2015).

z~4
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Figure 1
Evolution in the rest-frame UV luminosity function of UV-continuum selected dropouts over the redshift range 4 < z < 10. The
Schechter function parameterizations of the luminosity function are taken from Bouwens et al. (2015b, solid line). The dotted line shows
Schechter function parameterizations from the Edinburgh group, at z ∼ 5 from McLure et al. (2009), at z ∼ 6 and z ∼ 7 from Bowler et
al. (2015), at z ∼ 8 from McLure et al. (2013), and at z ∼ 10 from McLeod et al. (2016). The stepwise determinations are shown from
several teams (McLure et al. 2009, 2013; Ouchi et al. 2009; Oesch et al. 2013; Bouwens et al. 2015b,c; Bowler et al. 2015; Finkelstein et
al. 2015; McLeod et al. 2016). For consistency of comparison, all data points have been adjusted to a cosmology with %0 = 0.3,
%& = 0.7, and H0 = 70 km s−1 Mpc−1.
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et al. 2004). The afterglows commonly reach flux levels that are up to a million times as bright as
the z > 6 galaxies in the UDF, providing a rare opportunity to measure spectroscopic redshifts
(independently of the presence of Lyα emission) and probe the surrounding gaseous environment
of the host galaxy in absorption. Because the afterglow spectrum is intrinsically featureless, GRBs
are ideal laboratories for studying the chemical enrichment, hydrogen column densities, and
extinction laws of the ISM (e.g., Fynbo et al. 2009, Berger et al. 2014), and in some cases the
ionization state of the IGM (e.g., Miralda-Escudé 1998, McQuinn et al. 2008). One advantage
of GRBs as probes of the IGM is that unlike quasars, they do not modify their environments on
large scales. Because GRBs are powered by individual massive stellar systems, they should probe
the entirety of the UV luminosity function, including feeble galaxies that are too faint to be seen
in the deep imaging surveys discussed in Section 2.1. The evolution in the GRB space density
with redshift may thus be able to provide a useful measure of the cosmic star formation history,
complementing inferences from conventional flux-limited surveys (e.g., Robertson & Ellis 2012).
In addition, detailed study of GRB host galaxies provides one of our only windows on the formation
of the low-mass galaxies that are thought to dominate the ionizing output in the early universe.

As of 2016, there are five spectroscopically confirmed GRBs at z > 5.9. The first of these to be
discovered was GRB05094, a burst at z = 6.295 with an afterglow that was as bright as J = 17.5 (e.g.,
Kawai et al. 2006, Totani et al. 2006). Several years later, GRB080913 was confirmed at z = 6.733
(Greiner et al. 2009). And in 2009, GRB090423 was identified at z≃ 8.23 (Tanvir et al. 2009,
Salvaterra et al. 2009). For six years, this GRB remained the highest-redshift spectroscopically
confirmed object known. Most recently, the discovery of GRB130606A at z = 5.913 (Chornock
et al. 2013, Totani et al. 2014) and GRB14051A at z≃ 6.33 (Chornock et al. 2014) has provided
the highest S/N absorption line spectra, opening the door for GRBs to deliver unique constraints
on the IGM ionization state at z > 5.9. In addition to these spectroscopically confirmed systems,
a potentially very high-redshift GRB was reported by Cucchiara et al. (2011) with a photometric
redshift of z≃ 9.4. In this review, we discuss how these GRBs are contributing to our understanding
of the ISM and dust properties of early galaxies (Section 4.4), the IGM ionization state at z > 6
(Section 5.3), and the SFRD of the universe at z > 5 (Section 6.1).

3. THE CENSUS OF GALAXIES IN THE FIRST BILLION YEARS
The galaxy samples described in Section 2 have enabled the first constraints on the abundance of
star-forming systems in the first billion years. In this section, we describe the latest measurements
of the luminosity functions of LBGs and LAEs at very high redshift, discuss current knowledge of
the prevalence of dusty galaxies, and comment on implications for the assembly of galaxies in the
early universe. Discussion of the global SFRD is deferred until Section 6, following our discussion
of the dust content of high-redshift galaxies in Section 4.

3.1. The Ultraviolet Luminosity Function at 6 < z < 8
The UV LF of UV continuum dropout galaxies currently provides our most complete census of
star-forming galaxies at z > 6. The UV LF is typically parameterized by a Schechter function
(Schechter 1976),

dn
dL

= φ(L) =
(

φ⋆

L⋆

)(
L
L⋆

)α

exp−L/L⋆ (1)

where φ⋆ is the characteristic volume density, L⋆ is the characteristic luminosity, and α is the faint-
end slope. Schechter functions are good descriptions for populations that follow a near power-law
slope α at the faint end and exhibit an exponential cutoff above the characteristic luminosity L⋆.
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z~4,5,6

z~4,5,6

MUV*
ϕ*

Parametrisation of 
the UV LF 

• Schechter function breaks 
evolution of galaxy 
populations down to 3 
parameters: 
MUV*, ϕ* and α 
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et al. 2004). The afterglows commonly reach flux levels that are up to a million times as bright as
the z > 6 galaxies in the UDF, providing a rare opportunity to measure spectroscopic redshifts
(independently of the presence of Lyα emission) and probe the surrounding gaseous environment
of the host galaxy in absorption. Because the afterglow spectrum is intrinsically featureless, GRBs
are ideal laboratories for studying the chemical enrichment, hydrogen column densities, and
extinction laws of the ISM (e.g., Fynbo et al. 2009, Berger et al. 2014), and in some cases the
ionization state of the IGM (e.g., Miralda-Escudé 1998, McQuinn et al. 2008). One advantage
of GRBs as probes of the IGM is that unlike quasars, they do not modify their environments on
large scales. Because GRBs are powered by individual massive stellar systems, they should probe
the entirety of the UV luminosity function, including feeble galaxies that are too faint to be seen
in the deep imaging surveys discussed in Section 2.1. The evolution in the GRB space density
with redshift may thus be able to provide a useful measure of the cosmic star formation history,
complementing inferences from conventional flux-limited surveys (e.g., Robertson & Ellis 2012).
In addition, detailed study of GRB host galaxies provides one of our only windows on the formation
of the low-mass galaxies that are thought to dominate the ionizing output in the early universe.

As of 2016, there are five spectroscopically confirmed GRBs at z > 5.9. The first of these to be
discovered was GRB05094, a burst at z = 6.295 with an afterglow that was as bright as J = 17.5 (e.g.,
Kawai et al. 2006, Totani et al. 2006). Several years later, GRB080913 was confirmed at z = 6.733
(Greiner et al. 2009). And in 2009, GRB090423 was identified at z≃ 8.23 (Tanvir et al. 2009,
Salvaterra et al. 2009). For six years, this GRB remained the highest-redshift spectroscopically
confirmed object known. Most recently, the discovery of GRB130606A at z = 5.913 (Chornock
et al. 2013, Totani et al. 2014) and GRB14051A at z≃ 6.33 (Chornock et al. 2014) has provided
the highest S/N absorption line spectra, opening the door for GRBs to deliver unique constraints
on the IGM ionization state at z > 5.9. In addition to these spectroscopically confirmed systems,
a potentially very high-redshift GRB was reported by Cucchiara et al. (2011) with a photometric
redshift of z≃ 9.4. In this review, we discuss how these GRBs are contributing to our understanding
of the ISM and dust properties of early galaxies (Section 4.4), the IGM ionization state at z > 6
(Section 5.3), and the SFRD of the universe at z > 5 (Section 6.1).

3. THE CENSUS OF GALAXIES IN THE FIRST BILLION YEARS
The galaxy samples described in Section 2 have enabled the first constraints on the abundance of
star-forming systems in the first billion years. In this section, we describe the latest measurements
of the luminosity functions of LBGs and LAEs at very high redshift, discuss current knowledge of
the prevalence of dusty galaxies, and comment on implications for the assembly of galaxies in the
early universe. Discussion of the global SFRD is deferred until Section 6, following our discussion
of the dust content of high-redshift galaxies in Section 4.

3.1. The Ultraviolet Luminosity Function at 6 < z < 8
The UV LF of UV continuum dropout galaxies currently provides our most complete census of
star-forming galaxies at z > 6. The UV LF is typically parameterized by a Schechter function
(Schechter 1976),

dn
dL

= φ(L) =
(

φ⋆

L⋆

)(
L
L⋆

)α

exp−L/L⋆ (1)

where φ⋆ is the characteristic volume density, L⋆ is the characteristic luminosity, and α is the faint-
end slope. Schechter functions are good descriptions for populations that follow a near power-law
slope α at the faint end and exhibit an exponential cutoff above the characteristic luminosity L⋆.
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For high-redshift galaxies, the Schechter function is frequently given in terms of the absolute
magnitude rather than the luminosity,

φ(M) = ln 10
2.5

φ⋆(100.4(M ⋆−M ))(α+1) exp[−100.4(M ⋆−M )], (2)

where M ⋆ is the characteristic absolute magnitude. The absolute magnitude used in the UV LF
typically refers to the luminosity at a rest-frame wavelength of 1500 Å.

Measurements of the UV luminosity function have steadily improved over the past ten years
(e.g., Bunker et al. 2004; Beckwith et al. 2006; Bouwens et al. 2006, 2007, 2011; Finkelstein et al.
2010; McLure et al. 2009, 2010; Schenker et al. 2013b). The most recent z > 4 LF determinations
derived from HST imaging (Bouwens et al. 2015b, Finkelstein et al. 2015) are based on 4,000–
6,000 z≃ 4 galaxies, 2,000–3,000 z≃ 5 galaxies, 700–900 z≃ 6 galaxies, 300–500 z≃ 7 galaxies, and
100–200 z≃ 8 galaxies. The Bouwens et al. (2015b) study is the largest effort conducted to date,
including galaxies in all five CANDELS fields, the BoRG/HIPPIES fields, and the HUDF/XDF
and its associated parallels, allowing the UV LF to be characterized over a large dynamic range
($M UV ≃ 6 at z≃ 6). The HST samples are complemented by ground-based imaging surveys that
place valuable constraints on the space density of galaxies as bright as M UV ≃ − 23 (e.g., Bowler
et al. 2014, 2015).
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Figure 1
Evolution in the rest-frame UV luminosity function of UV-continuum selected dropouts over the redshift range 4 < z < 10. The
Schechter function parameterizations of the luminosity function are taken from Bouwens et al. (2015b, solid line). The dotted line shows
Schechter function parameterizations from the Edinburgh group, at z ∼ 5 from McLure et al. (2009), at z ∼ 6 and z ∼ 7 from Bowler et
al. (2015), at z ∼ 8 from McLure et al. (2013), and at z ∼ 10 from McLeod et al. (2016). The stepwise determinations are shown from
several teams (McLure et al. 2009, 2013; Ouchi et al. 2009; Oesch et al. 2013; Bouwens et al. 2015b,c; Bowler et al. 2015; Finkelstein et
al. 2015; McLeod et al. 2016). For consistency of comparison, all data points have been adjusted to a cosmology with %0 = 0.3,
%& = 0.7, and H0 = 70 km s−1 Mpc−1.
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Shape and parametrisation of the UV LF 

2 Joseph Silk1,2,3, Gary A. Mamon1
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Fig. 1 Role of feedback in modifying the galaxy luminosity function

where ↵ = e2/(h̄c) and ↵g = Gm2

p/e
2 are the electromagnetic and gravitational fine structure con-

stants. For a cooling function ⇤(T ) / T � , over the relevant temperature range (105 � 10
7 K), one can

take � ⇡ �1/2 for a low metallicity plasma (Gnat & Sternberg, 2007). The result is that one finds a
characteristic galactic halo mass, in terms of fundamental constants, to be of order 1012M� (Silk, 1977).
The inferred value of the mass-to-light ratio M/L is similar to that observed for L⇤ galaxies. This is a
success for theory: dissipation provides a key ingredient in understanding the stellar masses of galaxies,
at least for the “typical” galaxy. The characteristic galactic mass is understood by the requirement that
cooling within a dynamical time is a necessary condition for efficient star formation (Fig. 1).

However, the naı̈ve assumption that stellar mass follows halo mass, leads to too many small galax-
ies, too many big galaxies in the nearby universe, too few massive galaxies at high redshift, and too
many baryons within the galaxy halos. In addition there are structural problems: for example, massive
galaxies with thin disks and/or without bulges are missing, and the concentration and cuspiness of cold
dark matter is found to be excessive in barred galaxies and in dwarfs. The resolution to all of these
difficulties must lie in feedback. There are various flavors of feedback that span the range of processes
including reionization at very high redshift, supernova (SN) explosions, tidal stripping and input from
active galactic nuclei (AGN). All of these effects no doubt have a role, but we shall see that what is
missing is a robust theory of star formation as well as adequate numerical resolution to properly model
the interactions between baryons, dynamics and dark matter.

2.2 Star formation rate and efficiency

In addressing star-forming galaxies, the problem reduces to our fundamental ignorance of star formation.
Phenomenology is used to address this gap in our knowledge. Massive star feedback in giant molecular
clouds, the seat of most galactic star formation, implies a star formation efficiency (SFE), defined as star
formation rate (SFR) divided by the ratio of gas mass to dynamical or disk rotation time, of around 2%.
This is also found to be true globally in the Milky Way (MW) disk.

Remarkably, a similar SFE is found in nearby star-forming disk galaxies. Indeed, SFRs per unit area
in disk galaxies, both near and far, can be described by a simple law, with SFE being the controlling
parameter (Silk, 1997; Elmegreen, 1997):

SFE =
SFR⇥DYNAMICALTIME

GASMASS
⇡ 0.02. (1)
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Accelerated evolution z>8?
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Faint end of the UV LF: impact of size distribution 

shear. A first discussion of the impact of this effect for finding
faint sources was provided by Oesch et al. (2015).

We would expect the strength of the dependence of surface
density on shear to vary in proportion to source size. In fact, if
we model faint galaxies as point sources, the surface density of
galaxies we recover on the sky is entirely independent of the
predicted shear and is only a function of the magnification
factor. An illustration of the reduced impact the shear would
have for smaller sources is evident in Figure 4 for the 3 mas
case (which, even though small, still clearly shows the
reduction in detectability from shear). This illustration
motivates the systematic measurement of this dependence from
the data as a means of constraining the intrinsic sizes of very
faint high-redshift galaxies.

4.2. Recovered Surface Density versus Shear: Simulations

Having described the basic principles that will be used in this
section and having illustrated the basic effect, we now use
simulations to quantify the expected dependence of complete-
ness on the predicted shear for sources of various sizes. We
focus on the selection of z 6~ galaxies in the magnitude
interval 28> and then discuss the extent that we might expect
this selection of faint z 6~ galaxies to be representative of the
selections at other redshifts.
We accomplish this by running extensive source recovery

simulations on all four HFF clusters that we utilized to perform
this basic test. Briefly, we (i) populate the source plane with
galaxies at some fixed intrinsic magnitude, (ii) apply the
deflection map from one recent state-of-the-art lensing model
(which we take to be the CATS models; Jauzac et al. 2015a,
2015b), (iii) add the sources to the HFF data (after the
foreground cluster and brightest 50 cluster galaxy light has
been removed; see R. J. Bouwens et al. 2017, in preparation),
and (iv) then attempt to identify z 6~ galaxies using exactly
the same procedure as was used to originally select our high-
redshift samples. We repeat this simulation hundreds of times
systematically including as inputs a different apparent
magnitude for galaxies at random positions in the source plane.
We present the results in Figure 5, alternatively assuming a

fixed half-light radius of 60, 30, 15, and 7.5 mas for distant
z 6~ galaxies (each of these radii differing at the power of 2
level). An intrinsic axial ratio of 1 is adopted for sources in the
simulations (i.e., all sources have an intrinsically circular two-
dimensional profile).5 We only include sources where the
actual magnification is >10 and where the uncertainties on the
magnification is less than 0.3 dex (as determined by comparing
the first quartile value with the median). The shear factors we
utilize are derived from the CATS models.
As expected, we can see that our simulations find that

sources inserted into regions with low shear factors show a
significantly higher completeness than sources inserted into
regions where the shear is higher. For our models where the
source sizes are smaller, the dependence of the completeness
on the shear factor is less sharp. Nevertheless, we do still
observe a modest dependence, even for sources with intrinsic
half-light radii of 15 and 7.5 mas.
Finally, we should account for the impact that uncertainties

in the magnification and shear maps have on the predicted
dependencies plotted in the left panel of Figure 5. To
accomplish this, we repeat our quantification of our z 6~
selections as a function of the shear factor but this time using
the median magnification and shear maps created from the
seven different high-resolution lensing models available for the
first four HFF clusters. The seven lensing models we consider
are the following: CATS (Jullo & Kneib 2009; Richard
et al. 2014; Jauzac et al. 2015a, 2015b), Sharon (Johnson
et al. 2014), GLAFIC (Oguri 2010; Ishigaki et al. 2015;
Kawamata et al. 2016), Zitrin-NFW (Zitrin et al. 2013, 2015),
GRALE (Liesenborgs et al. 2006; Sebesta et al. 2016), Bradač
et al. (2009), and Zitrin-LTM (Zitrin et al. 2012, 2015).
The result is shown in the right panel of Figure 5 and

contrasted with the dependencies that only rely on the actual
magnification and shear maps. Uncertainties in the magnification

Figure 2. (Upper) Three different determinations of the z 6~ LF (circles with
1s error bars) adopting different assumptions about the size of the faint z 6~
galaxies. The green, red, and blue circles assume log-normal size distributions
with rhl∼120, 30, and 7.5 mas (unlensed), respectively, for faint galaxies,
with a1s scatter of 0.3 dex. The points have been offset horizontally for clarity.
(Lower two panels) The lower two panels show the faint-end slopes and UV
luminosity densities (integrated to −13 mag) that one infers for the UV LF at
z 6~ derived using the different size assumptions. Faint-end slope results are
shown (open and solid circles) fitting to the brighter ( 15mag<- ) and fainter
( 15mag>- ) lensed LF results, respectively, with the implied UV luminosities
shown for the faint-end slope results shown with open and solid circles,
respectively. Clearly, assumptions about source size can have a huge impact on
the volume density of faint galaxies inferred from the HFF program. The
effective faint-end slopes α of the green and blue LFs differ by 0.75aD ~ and
the UV luminosity densities inferred differ by a factor of 40.

5 This represents the typical case for sources, as the inclusion of non-circular
sources in the simulations would either increase or decrease the completeness
for an individual source depending on whether the major axis is perpendicular
or parallel, respectively, with the major shear axis.
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difference between the relations, which introduces a significant
uncertainty in the detected fraction and, consequently, in the
luminosity function. In contrast, the uncertainty in the detected

fraction calculated by our size–luminosity relation is smaller
than the scatter of the detected fractions by the relations in the
previous studies. This means that we reduce the uncertainty in
the luminosity function that originates from the size–luminosity
relation (the middle panel of Figure 12).
Our size–luminosity relations are more accurate than those in

previous studies at z∼6–9 for three reasons: they are not
extrapolations from low-redshift results but are determined
directly from large samples with accurate size measurements,
they are corrected for detection incompleteness, and proper
statistics are utilized.

5.5. Redshift Evolution of Size

Figure 13 shows the redshift evolution of the size–
luminosity relation. While Oesch et al. (2010a), Grazian et al.
(2012), Huang et al. (2013), Holwerda et al. (2015), Kawamata
et al. (2015), and Shibuya et al. (2015) showed the relations of
LBGs, Roche et al. (1996), de Jong & Lacey (2000), and Jiang
et al. (2013) showed those of irregular galaxies, local spiral
galaxies, and a combined sample of Lyα emitters (LAEs) and
LBGs, respectively. The slopes at z∼6–9 are slightly steeper
than those at z5 and those derived from bright samples at
z6. This may suggest that physical processes that affect the
slopes, such as the formation stage, feedback, and transfers and
redistributions of angular momentum, differ at around z∼6,
especially for faint galaxies.
Figure 14 shows the redshift evolution of β based on LBG

samples by two-dimensional profile size measurements. While
our fiducial values, where all uncertainties are considered,
are plotted with red open circles and thin error bars, values
where the parameters of the luminosity functions are fixed to
the z∼6–7 best-fit values are plotted with red filled circles and
bold error bars and presented in Table 2. For comparison, we
also plot results from samples of non-LBGs and samples based
on other size measurement methods. This figure shows that the
slopes of our faint LBGs at z6 are steeper than those of
bright or lower-redshift galaxies, which are almost constant at
β;0.2–0.3.
The redshift evolution of sizes at −21MUV−19.7

( *- =( )L0.3 1 z 3) is presented in Figure 15, where *=Lz 3 is the
characteristic UV luminosity of z∼3 LBGs obtained in
Steidel et al. (1999). Similar to Figure 14, we plot our fiducial
values and values where the parameters of the luminosity
functions are fixed. Our samples give consistent results with
previous measurements. We fit re∝(1+ z)−m to data that are
based on two-dimensional size measurements at 4<z<9.5
(except for those by Shibuya et al. 2015, because they seem to
be considerably smaller than the others). For our data, we use
the ones where the parameters of the luminosity functions are
fixed for consistency with the previous studies. We obtain
m=1.28±0.11, which is consistent within the errors with
previous work (Bouwens et al. 2004; Oesch et al. 2010a; Ono
et al. 2013; Holwerda et al. 2015; Kawamata et al. 2015;
Shibuya et al. 2015). The index is predicted by analytical
models to be m=1.0 for halos with a fixed mass and m=1.5
for halos with a fixed circular velocity (e.g., Ferguson
et al. 2004). We find that we trace halos in the middle of the
two states, as reported in previous work.
We note that the difference in the luminosity range makes

the comparison between the samples difficult. The average
luminosities of individual samples plotted in Figure 13 have
some variance, as shown in Table 3. For instance, at z=7, a

Figure 12. Top: detected fraction against UV absolute magnitude in each field
at z∼6–7 calculated using the completeness map of the field and the best-fit
size–luminosity relation at z∼6–7. The solid and dashed lines correspond to
the cluster and parallel fields, respectively. Middle: variation in the detected
fractions at z∼6–7 in the Abell 2744 cluster field calculated with size–
luminosity relations given in previous studies. The uncertainty estimated in this
work is also plotted by the red shaded region. Bottom: size–luminosity
relations in the previous studies utilized to calculate the detected fractions in the
middle panel, overplotted with the galaxy distributions from this work (red
points) and Shibuya et al. (2015; green points).
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Alternative selections: 
Lya / LAEs

• Lyα at 1216Å is the intrinsically 
the brightest emission line in 
the spectrum of SF galaxies


• Due to resonant scattering the 
Lyα fraction goes down. Lyα is 
mainly observed in low-mass, 
low metallicity systems


• Ground based wide-field 
narrowband imaging (e.g. 
Subaru Hyper Supreme Cam) 
has selected statistical samples 
out to z=6.6 

878 OUCHI ET AL. Vol. 723

Figure 9. Sky distribution of the SXDS LAEs at z = 3.1 (left), 3.7 (center), and 5.7 (right) obtained by Ouchi et al. (2008). Red squares, magenta
diamonds, and black circles present positions of narrowband (bright, medium bright, and faint) LAEs, respectively, in narrowband magnitudes of (NB503 <
23.5, 23.5 ! NB503 < 24.0, 24.0 ! NB503 < 25.3; left panel), (NB570 < 23.5, 23.5 ! NB570 < 24.0, 24.0 ! NB570 < 24.7; center panel), and
(NB816 < 24.5, 24.5 ! NB816 < 25.0, 25.0 ! NB503 < 26.0; right panel). The gray shades represent masked areas that are not used for sample selection. The
scale on the map is marked in both degrees and the projected distance in comoving megaparsecs at each redshift.

Figure 10. Same as Figure 9, but for our 207 LAEs at z = 6.565 ± 0.054.
Red squares, magenta diamonds, and black circles show positions of bright
(NB921 < 25.0), medium bright (25.0 ! NB921 ! 25.5), and faint
(25.5 ! NB921 ! 26.0) LAEs, respectively. The red square highlighted with
a red open square indicates the giant LAE, Himiko, with a bright and extended
Lyα nebular at z = 6.595 reported by Ouchi et al. (2009a).

where DD(θ ), DR(θ ), and RR(θ ) are numbers of galaxy–galaxy,
galaxy–random, and random–random pairs normalized by the
total number of pairs in each of the three samples. We first create
a pure random sample composed of 100,000 sources with the
same geometrical constraints as the data sample and estimate
errors with the bootstrap technique (Ling et al. 1986). Figures 11
and 12 show the ACFs, ωobs(θ ), of LAEs from the observations
at z = 3.1–5.7 and 6.6. We find significant clustering signals
for our z = 6.6 LAEs as well as the z = 3.1–5.7 LAEs.

We then confirm that these clustering signals are not artifacts
produced by the slight inhomogeneous quality over the images
or occultation by foreground objects on the basis of our Monte
Carlo simulations. We use mock catalogs of LAEs obtained
by simulations of Ouchi et al. (2008), which have number
counts and color distribution that agree with observational
measurements. We generate 50,000 artificial LAEs based on
the mock catalog, and distribute them randomly on the original
1 deg2 narrowband and broadband images after adding Poisson
noise according to their brightness. Since most of the LAEs

are nearly point sources, we assume profiles of PSFs that
are the same as the original images. Then, we detect these
simulated LAEs and measure their brightness in the same
manner as the real LAEs. We iterate this process 10 times
and select LAEs with the same color criteria as the real
LAEs. We thus obtain ∼200,000 simulation-based random
sources at each redshift whose positions are affected by the
inhomogeneity of LAE detectability and the occultation of
foreground objects, and therefore slightly different from the pure
random sample. We use these simulation-based random sources
for our ACF calculation. Crosses in Figure 11 present estimates
of ACFs with these random sources. The ACFs estimated
with these simulation-based random sources (crosses) and
the pure random-distribution sources (squares) are consistent.
Accordingly, we conclude that the clustering signals are not
artifacts given by the slight inhomogeneity of image qualities or
the occultation of foreground objects.

To evaluate observational offsets included in ωobs(θ ) due to
the limited area and object number, we assume that the real
ACF, ω(θ ), is approximated by the power law:

ω(θ ) = Aωθ−β . (7)

Then, the offset from the observed ACF, ωobs(θ ), is given by the
integral constraint, C (Groth & Peebles 1977), and the number
of objects in the sample, N,

ω(θ ) = ωobs(θ ) + C +
1
N

, (8)

C = ΣRR(θ )Aωθ−β

ΣRR(θ )
. (9)

The term 1/N in Equation (8) corrects for the difference between
the number of object pairs, N (N − 1)/2, and its approximation,
N2/2 (Peebles 1980). Note that most of the previous clustering
studies for high-z galaxies neglect this 1/N term (e.g., Roche &
Eales 1999; Daddi et al. 2000) probably because of their large
samples. However, it should be applied for samples with a small
number of objects such as LAE samples to obtain more accurate
ACF at a large scale. The ACFs corrected with Equation (8) are
also presented in Figures 11 and 12.

We fit the power law (Equation (7)) over 10′′ < θ < 1000′′

with the corrections. The lower limit of the fitting range,
θ = 10′′, is placed because the one-halo term of high-z
galaxies is dominant at this small scale (Ouchi et al. 2005b;

Ouchi et al. 2008
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Figure 9. Evolution of Lyα LF at z = 5.7–7.3. The red filled circles are the best
estimates of our z = 7.3 Lyα LF from the data of entire fields. The red open
circles and squares denote our z = 7.3 Lyα LFs derived with the data of two
independent fields of SXDS and COSMOS, respectively. The red curve is the
best-fit Schechter function for the best estimate of our z = 7.3 Lyα LF. The cyan
and blue curves are the best-fit Schechter functions of the Lyα LFs at z = 5.7
and 6.6 obtained by Ouchi et al. (2008) and Ouchi et al. (2010), respectively.
(A color version of this figure is available in the online journal.)

LF is consistent with those from the Subaru and VLT studies
whose results are supported by spectroscopic observations (Iye
et al. 2006; Ota et al. 2008, 2010; Shibuya et al. 2012; Clément
et al. 2012), and that our Lyα LF agrees with the results of the
recent deep spectroscopic follow-up observations for the LAE
candidates from the 4 m telescope data (Clément et al. 2012;
Faisst et al. 2014; Jiang et al. 2013).

4.2. Decrease in Lyα LF from z = 6.6 to 7.3

In this section, we examine whether the Lyα LF evolves from
z = 6.6 to 7.3. As described in Section 2.3, we reach an Lyα
limiting luminosity of 2.4 × 1042 erg s−1 which is comparable
to those of previous Subaru z = 3.1–6.6 studies (Shimasaku
et al. 2006; Kashikawa et al. 2006, 2011; Ouchi et al. 2008,
2010; Hu et al. 2010). Moreover, the size of the survey area,
≃0.5 deg2, is comparable to those in these Subaru studies. Our
ultra-deep observations in the large areas allow us to perform
a fair comparison of the Lyα LFs at different redshifts. We
compare our Lyα LF at z = 7.3 with those at z = 5.7 and 6.6
in Figure 9, and summarize the best-fit Schechter parameters at
z = 5.7, 6.6, and 7.3 in Table 4. For the z = 5.7 and 6.6 data,
we use the Lyα LF measurements of Ouchi et al. (2010) derived
from the largest LAE samples, to date, at these redshifts, and the
Lyα LF measurements include all of the major Subaru survey
data (Shimasaku et al. 2006; Kashikawa et al. 2006, 2011) and
the cosmic variance uncertainties in their errors. Nevertheless,
the difference in the best-estimate Lyα LFs is negligibly small
between these studies. In Figure 9, we find a significant decrease
of the Lyα LFs from z = 6.6 to 7.3 largely beyond the error
bars. In our survey, we expect to find 65 z = 7.3 LAEs in the
case of no Lyα LF evolution from z = 6.6 to 7.3, but identify
only 7 z = 7.3 LAEs from our observations that are about an
order of magnitude smaller than the expected LAEs.

To quantify this evolution, we evaluate the error distribution of
Schechter parameters. Because we fix the Schechter parameter
of α to −1.5, we examine the error distribution of L∗

Lyα and
φ∗ with the fixed value of α = −1.5. Figure 10 shows error

Figure 10. Error contours of Schechter parameters, L∗
Lyα and φ∗. The red

contours represent our Lyα LF at z = 7.3, while the blue contours denote the
one at z = 6.6 obtained by Ouchi et al. (2010). The inner and outer contours
indicate the 68% and 90% confidence levels, respectively. The red and blue
crosses show the best-fit Schechter parameters for the Lyα LFs at z = 7.3 and
6.6, respectively.
(A color version of this figure is available in the online journal.)

contours of the Schechter parameters of our z = 7.3 Lyα LF,
together with those of z = 6.6 LF (Ouchi et al. 2010). Our
measurements indicate that the Schechter parameters of z = 7.3
LF are different from those of z = 6.6 Lyα LF, and that the
Lyα LF decreases from z = 6.6 to 7.3 at the >90% confidence
level. Because our z = 7.3 Lyα LF is derived with the same
procedures as the z = 6.6 Lyα LF (Ouchi et al. 2010), one
expects no systematic errors raised by the analysis technique
for the comparison of the z = 6.6 and 7.3 results. From this
aspect, it is reliable that the Lyα LF declines from z = 6.6 to
7.3 significantly. Here, we also discuss the possibilities of the
LF decrease mimicked by our sample biases. In Section 3.1,
we assume that there is no contamination in our z = 7.3 LAE
sample. If some contamination sources exist, the z = 7.3 Lyα
LF corrected for contamination should fall below the present
estimate of the z = 7.3 Lyα LF. In this case, our conclusion
regarding the significant LF decrease is further strengthened.
In Section 2.3, we define the selection criterion of the rest-
frame Lyα EW of EW0 ! 0 Å for our z = 7.3 LAEs. This
criterion of the EW0 limit is slightly different from that of the
LAEs for the z = 6.6 Lyα LF estimates. However, the EW0
limit for the z = 6.6 LAEs is EW0 ! 14 Å (Ouchi et al. 2010)
which is larger than our EW0 limit of z = 7.3 LAEs. Because
our EW0 limit gives more z = 7.3 LAEs to our sample than that
of z = 6.6 LAEs, the conclusion of the Lyα LF decrease from
z = 6.6 to 7.3 is unchanged by the EW0 limit.

4.3. Accelerated Evolution of Lyα LF at z! 7

Figure 9 implies that the decrease in the Lyα LF from z = 6.6
to 7.3 is larger than that from z = 5.7 to 6.6, i.e., there is
an accelerated evolution of the Lyα LF at z = 6.6–7.3. To
evaluate this evolution quantitatively, we calculate the Lyα
luminosity densities, ρLyα , down to the common luminosity
limit of log LLyα = 42.4 erg s−1 reached by the observations for
LAEs at z = 5.7, 6.6, and 7.3. Similarly, we estimate the total
Lyα luminosity densities, ρLyα,tot, which are integrated down
to LLyα = 0 with the best-fit Schechter functions. Figure 11

9

Above z>6.6 the neutral 
IGM in the EoR decreases 
the samples dramatically

Konno et al. 2014
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Fig. 9. Reconstructed white light images for the mosaic (PA = �42�, left panel) and the udf-10 (PA = 0�, bottom right panel). The mosaic rotated
and zoomed to the udf-10 field is shown for comparison in the top right panel. The grid is oriented (north up, east left) with a spacing of 2000.

Fig. 10. ACS/WFC HST broadband filter response. The gray area indi-
cates the MUSE wavelength range.

corresponding nine MUSE sub-fields in order to use the specific
MUSE PSF model for each field.

4.1. Astrometry

The NoiseChisel software (Akhlaghi & Ichikawa 2015) is used
to build a segmentation map for each MUSE image. NoiseChisel

is a noise-based non-parametric technique for detecting nebu-
lous objects in deep images and can be considered as an alter-
native to SExtractor (Bertin & Arnouts 1996). NoiseChisel de-
fines “clumps” of detected pixels which are aggregated into a
segmentation map. The light-weighted centroid is computed for
each object and compared to the light-weighted centroid derived
from the PSF-matched HST broadband image using the same
segmentation map.

Fig. 11. Mean astrometric errors in ↵, � and their standard deviation
in HST magnitude bins. The error bars are color coded by HST filter:
blue (F606W), green (F775W), red (F814W) and magenta (F850LP).
The two di↵erent symbols (circle and arrow) identify respectively the
mosaic and udf-10 fields. Note that mosaic data are binned in 1-mag
steps while udf-10 data points are binned over 2-mag steps in order to
get enough points for the statistics.

The results of this analysis are given in Fig. 11 for both fields
and for the four HST filters. As expected, the astrometric preci-
sion is a function of the object magnitude. There are no major
di↵erences between the filters, except for a very small increase of
the standard deviation of the reddest filters. For objects brighter
than AB 27, the mean astrometric o↵set is less than 000.035 in
the mosaic and less than 000.030 in the udf-10. The standard de-
viation increases with magnitude, from 000.04 for bright objects

A1, page 8 of 20
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VLT/MUSE

Integral Field Unit (IFU)
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Alternative selections: Lya in IFU spectroscopy
A&A 608, A1 (2017)

Fig. 9. Reconstructed white light images for the mosaic (PA = �42�, left panel) and the udf-10 (PA = 0�, bottom right panel). The mosaic rotated
and zoomed to the udf-10 field is shown for comparison in the top right panel. The grid is oriented (north up, east left) with a spacing of 2000.

Fig. 10. ACS/WFC HST broadband filter response. The gray area indi-
cates the MUSE wavelength range.

corresponding nine MUSE sub-fields in order to use the specific
MUSE PSF model for each field.

4.1. Astrometry

The NoiseChisel software (Akhlaghi & Ichikawa 2015) is used
to build a segmentation map for each MUSE image. NoiseChisel

is a noise-based non-parametric technique for detecting nebu-
lous objects in deep images and can be considered as an alter-
native to SExtractor (Bertin & Arnouts 1996). NoiseChisel de-
fines “clumps” of detected pixels which are aggregated into a
segmentation map. The light-weighted centroid is computed for
each object and compared to the light-weighted centroid derived
from the PSF-matched HST broadband image using the same
segmentation map.

Fig. 11. Mean astrometric errors in ↵, � and their standard deviation
in HST magnitude bins. The error bars are color coded by HST filter:
blue (F606W), green (F775W), red (F814W) and magenta (F850LP).
The two di↵erent symbols (circle and arrow) identify respectively the
mosaic and udf-10 fields. Note that mosaic data are binned in 1-mag
steps while udf-10 data points are binned over 2-mag steps in order to
get enough points for the statistics.

The results of this analysis are given in Fig. 11 for both fields
and for the four HST filters. As expected, the astrometric preci-
sion is a function of the object magnitude. There are no major
di↵erences between the filters, except for a very small increase of
the standard deviation of the reddest filters. For objects brighter
than AB 27, the mean astrometric o↵set is less than 000.035 in
the mosaic and less than 000.030 in the udf-10. The standard de-
viation increases with magnitude, from 000.04 for bright objects
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A&A 608, A6 (2017)

Fig. 6. Number densities resulting from the 1/Vmax estimator. Top left: 2.91  z < 4.00 bin, blue; top right: 4.00  z < 5.00 bin, green; bottom

left: 5.00  z < 6.64 bin, red; bottom right: all LAEs 2.91  z < 6.64. In each panel we show number densities in bins of 0.4 dex, together with
literature results at similar redshifts from narrowband or long-slit surveys. In the lower part of each panel we show the histogram of objects in the
redshift bin overlaid with the completeness estimate for extended emitters at the lower, middle and highest redshift in each bin. In each panel we
flag incomplete bins with a transparent datapoint. Errorbars represent the 1� Poissonian uncertainty, we note that often the ends of the bars are
hidden behind the data point itself.

values of completeness are well below 50% for all luminosities
in the bins in this redshift range. Finally we show the “global”
luminosity function across the redshift range 2.91  z  6.64
in the final panel together with literature studies that bracket
the same redshift range, and the two narrowband studies from
Ouchi et al. (2003 and 2008) which represent the reference sam-
ples for high-redshift LAE studies.

5.2. Maximum likelihood estimator

With a view to parameterising the luminosity function we ap-
ply the maximum likelihood estimator. Bringing together our
bias-corrected flux estimates and our completeness estimates

using realistic extended emitters, we can assess the most likely
Schechter parameters that would lead to the observed distribu-
tion of fluxes. We begin by splitting the data into three broad red-
shift bins of �z ⇡ 1, covering the redshift range 2.91  z  6.64,
and prepare the sample in the following ways.

5.2.1. Completeness correction

As introduced in Sect. 4.2 we sample the detection complete-
ness on a fine grid of input flux and redshift (or observed
wavelength) values with resolution � z = 0.01, and � f =
0.05 (erg�1 cm�2). Considering where our observed data lie on
this grid of completeness estimates, we can then correct the

A6, page 8 of 15
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Alternative selections: IR/Sub-mm continuum

Herschel wide-field 
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Figure 2: Spectral energy distribution (SED) and Herschel/SPIRE colors of HFLS3. a, HFLS3 was 
identified as a very high redshift candidate, as it appears red between the Herschel/SPIRE 250-, 350-, 
and 500-µm bands (inset). The SED of the source (data points; λobs, observed-frame wavelength; νrest, 
rest-frame frequency; AB mag, magnitudes in the AB system; error bars are 1σ! r.m.s. uncertainties in 
both panels) is fitted with a modified black body (MBB; solid line) and spectral templates for the 
starburst galaxies Arp 220, M82, HR10, and the Eyelash (broken lines, see key). The implied FIR 
luminosity is 2.86+0.32

-0.31 x 1013 Lsun. The dust in HFLS3 is not optically thick at wavelengths longward of 
rest-frame 162.7 µm (95.4% confidence; Figure S12). This is in contrast to Arp 220, in which the dust 
becomes optically thick (i.e., τd=1) shortward of 234+/-3 µm.20 Other high-redshift massive starburst 
galaxies (including the Eyelash) typically become optically thick around ~200 µm. This suggests that 
none of the detected molecular/fine structure emission lines in HFLS3 require correction for extinction. 
The radio continuum luminosity of HFLS3 is consistent with the radio-FIR correlation for nearby star-
forming galaxies. b, 350 µm/250 µm and 500 µm/350 µm flux density ratios of HFLS3. The colored 
lines are the same templates as in a, but redshifted between 1<z<8 (number labels indicate redshifts). 
Dashed grey lines indicate the dividing lines for red (S250µm<S350µm<S500µm) and ultra-red sources 
(S250µm<S350µm and 1.3 x S350µm < S500µm). Gray symbols show the positions of five spectroscopically 
confirmed red sources at 4<z<5.5 (including three new sources from our study), which all fall outside 
the ultra-red cutoff. This shows that ultra-red sources will lie at z>6 for typical SED shapes (except 
those with low dust temperatures), while red sources typically are at z<5.5. See Supplementary 
Information Sections 1 and 3 for more details. 
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Alternative selections: IR/Sub-mm continuum
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Figure 1 | Continuum, [C II], and [O III] emission from SPT0311–58 and the inferred source-plane
structure. (a) Emission in the 157.74 µm fine structure line of ionized carbon ([C II]) as measured at
240.57 GHz with ALMA, integrated across 1500 km s�1 of velocity, is shown with the color scale. The range
in flux per synthesized beam (the 0.25⇥0.3000 beam is shown in the lower left), is provided at right. The rest-
frame 160 µm continuum emission, measured simultaneously, is overlaid with contours at 8, 16, 32, 64 times
the noise level of 34 µJy beam�1. SPT0311–58E and W are labeled. (b) The continuum-subtracted, source-
integrated [C II] and [O III] spectra. The upper spectra are as observed (“apparent”) with no correction for
lensing, while the lensing-corrected (“intrinsic”) [C II] spectrum is shown at bottom. The E and W sources
separate almost completely at a velocity of 500 km s�1. (c) The source-plane structure after removing the
effect of gravitational lensing. The image is colored by the flux-weighted mean velocity, showing clearly
that the two objects are physically associated but separated by roughly 700 km s�1 in velocity and 8 kpc
(projected) in space. The reconstructed 160 µm continuum emission is shown in contours. A scale bar in
the lower right represents the angular size of 5 kpc in the source plane. (d) The line-to-continuum ratio
at the 158 µm wavelength of [C II], normalized to the map peak. The [C II] emission from SPT0311–58E
is significantly brighter relative to its continuum than for W. The sky coordinates and rest-frame 160 µm

continuum contours of Fig. 1(d), (e), and (f) are the same as in panel (a). (e) Velocity-integrated emission in
the 88.36 µm fine structure line of doubly-ionized oxygen ([O III]) as measured at 429.49 GHz with ALMA.
The data have an intrinsic angular resolution of 0.2⇥0.300 but have been tapered to 0.500 owing to the lower
signal-to-noise in these data. (f) The luminosity ratio between the [O III] and [C II] lines. As in the case of the
[C II] line-to-continuum ratio, a significant disparity is seen between the E and W galaxies of SPT0311–58.

7

Extended Data Figure 3 | Optical, Infrared, and Millimeter image of SPT0311–58. The field
around SPT0311–58 as seen with ALMA and HST at 1.3 mm (ALMA band 6; red), 1300 nm
(combined Hubble/WFC3 F125W and F160W filters; green), and 700 nm (combined Hubble/ACS
F606W and F775W filters; blue). For emission from z = 6.9, no emission should be visible in the
ACS filters due to the opacity of the neutral intergalactic medium, while the other filters correspond
to rest-frame 160 nm and 160 µm.

30

• Current redshift record at for 
sub-millimetre selected source 
is z=6.9 - selected from South 
Pole Telescope point-source 
detections (lensed sub-
millimetre galaxies) 

z=6.9
SFR>3000M☉/yr

Marrone et al. 2017



Summary lecture 1

• Despite very limited information that is available on distant galaxies, 
the last ~20 years has seen incredible progress in detecting galaxies 
out to redshift z=10 

• Some scepticism is justified as galaxy samples are always biased 
towards young & dust-free galaxies and interlopers of lower redshift 
quiescent galaxies and Milky Way stars are still often present 

• Open questions on the galaxy census include  
1) understanding the evolution of the UV LF bright end with respect 
to halo mass evolution  
2) How steep is the UV LF faint end and when does it turn over?  
3) Is there evidence for accelerated evolution at z>8?


